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Abstract

This paper presents a new double-threshold image binarization method based on the edge and intensity information. We first find seeds near
the image edges and present an edge connection method to close the image edges. Then, we use closed image edges to partition the binarized
image that is generated using a high threshold, and obtain a primary binarization result by filling the partitioned high-threshold binary image
with the seeds. Finally, the final binarization result is obtained by remedying the primary binarization result with the low-threshold binary
image. Compared with the classical binarization methods and the similar binarization methods, our method is effective on the binarization of

images with low contrast, noise and non-uniform illumination.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Image binarization is an important preprocessing technology
for the recognition of handwritten literal amounts of checks
[1,2], document image processing [3—7], recognition of fin-
gerprint images [8], etc. Currently, many binarization meth-
ods have been presented, which can be categorized mainly
into two classes: global thresholding methods [9—12] and adap-
tive thresholding methods [13-16]. The global thresholding
methods are effective for images with an obviously bimodal
histogram. Due to its poor robustness, however, global thresh-
olding methods are not suitable for images with low contrast
or non-uniform illumination. Otsu’s algorithm [9], a classi-
cal global thresholding method, reflects the intensity distribu-
tion of an image, but its property of a single threshold results
in poor robustness. Although adaptive thresholding methods
can deal with some complex images, they often ignore the
edge property and lead to a fake shadow. Bernsen’s algorithm
[13], a classical adaptive thresholding algorithm, computes a
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separate threshold for each pixel based on the neighborhood of
the pixel; so it shows a better adaptation than the global thresh-
olding methods. But it has the limitation of adaptive threshold-
ing methods that when the neighborhood is small, there will be
fake shadows and the loss of objects; when the neighborhood
is large, the algorithm speed will be greatly decreased. In or-
der to evaluate the performance of binarization methods, Trier
and Jain [17] presented a goal-directed evaluation methodology
for 19 methods. Eleven different locally adaptive binarization
methods were evaluated, and Niblack’s method [14] gave the
best performance. Sezgin and Sankur [18] evaluated 40 bina-
rization methods based on a combined performance measures,
and Kittler’s method [11] is the best performing thresholding
method in cases of non-destructive testing (NDT) images and
document images. Ref. [18] showed that all methods invariably
performed poorly for at least one or two images. Thus the com-
bination of thresholding methods can be done at the feature
level or at the decision level.

Edge information is useful and has been utilized by several
image binarization methods. An image segmentation method
that incorporates the global thresholding methods and the edge
detecting method was presented in Ref. [19], which made up
for the deficiencies of global thresholding methods to some
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extent. However, it only incorporated the edge information into
global thresholding methods, and did not pay enough attention
to the intensity of inhomogenous objects. Furthermore, the bi-
narized object boundaries are not smooth enough. Cao et al.
[20] proposed a segmentation method of double-sided hand-
written archival documents, which obtained the front object re-
gion using an improved Canny edge detector, and binarized the
object region with Otsu’s algorithm. In this method, the edge
information was only used to localize the object region, but
not to binarize the image. Yanowitz and Bruckstein [15] pre-
sented an image segmentation method based on the threshold
surface, which is determined by interpolating the image gray
levels at points where the gradient is high, indicating probable
object edges. Because this method depends completely on the
image edge, there exist fake objects when the noise is large or
objects loss when the object edges are too weak. Inspired by
multiresolution approximation, Blayvas et al. [21] proposed a
new way to construct a threshold surface in order to improve
the Yanowitz—Bruckstein (YB) method. Compared with the YB
method, the binarization with the new threshold surface is com-
parable.

In this paper, we present a new double-threshold image bina-
rization method, which incorporates the edge image generated
by the Canny edge detector. The basic idea is: Firstly, we use
the Canny edge detector to generate the edge image, and adap-
tively obtain a high threshold and a low threshold according
to the edge image. Secondly, we set the low intensity pixels,
which are close to boundaries and not isolated, as seeds, and
then we use the seeds to fill the binarized image generated with
the high threshold. The closed edges are regarded as the barrier
to seed filling. In addition, we judge whether the current filled
region is an object region according to the proportion of the
seeds to the boundary pixels in this region. Finally, we remove
small regions as noise and obtain the final binarized image.

The rest of the paper is organized as follows. Section 2
presents the theory and implementation of our method. Section
3 describes some important remarks on the implementation of
our method in detail. Section 4 compares the performance of
our binarization method with those of some binarization meth-
ods. Conclusions are drawn in Section 5.

2. Theory and implementation
2.1. Theory

Fig. 1 is a real note image, and Fig. 2 shows the correspond-
ing edge image generated with the Canny edge detector [22].
From Fig. 2, we can see that there are few spurious responses,
little loss of important edges, and moreover, edges are consid-
erably complete and smooth. Assuming that the boundaries of
actual objects in the edge image are complete and closed, the
considerably ideal binarized image (Fig. 3) could be obtained
with the seed filling inside the boundaries of the objects. To
obtain the binarized result like Fig. 3, we must deal with Fig. 2
as follows: (1) remove spurious edges; (2) close actual edges;
(3) fill the object regions. This paper presents a new double-
threshold image binarization algorithm according to the consid-
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Fig. 3. Manually binarized result.

eration above, which considers the favorable properties of the
Canny edge detector. The optimality of the detector is related
to the following three criteria [23]:

(1) The detection criterion expresses the fact that important
edges should not be missed and there should be no spurious
responses.

(2) The localization criterion says that the distance between the
actual and located position of the edge should be minimal.

(3) The one response criterion minimizes multiple responses
to a single edge.

Some valuable information can be extracted from the edge
image, such as the object intensity and the background intensity
that are used to determine the high and low thresholds of the
image. The extracted seeds should be inside the objects as far as
possible, and then we use the seeds to fill the binarized image
generated with the high threshold. At the same time, we close
the image edges and set the closed image edges as the barrier
to the seed filling. In addition, there exists a possibility that
seeds grow in background regions, so it is necessary to judge
whether the filled region is an object region.
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Fig. 4. Block diagram of the proposed algorithm.

2.2. Implementation

According to the theoretical analysis, we obtain the following
algorithm in detail:

Step 1: Generate the edge image by using the Canny edge
detector.

Step 2: Remove the noise of the original image using the
Gaussian filter, and for each edge point of the edge image, take
the lowest intensity point within its 8-neighborhood as a seed.

Step 3: Determine the low and high intensity points within
the 8-neighborhood of the image edge points, whose gradient
magnitudes are larger than the high threshold of the Canny edge
detector. Namely, for each edge point with large gradient mag-
nitude, we choose the lowest and the highest intensity points
within its 8-neighborhood as the low and the high intensity
points, respectively. Take the mean of the high intensity points
as the high threshold, and take the mean of the low intensity
points as the low threshold. If there is obviously non-uniform
illumination in the original image, the high threshold is divided
by a weight /,,, € (0, 1] and the low threshold is multiplied by
. Otherwise, the high and low thresholds will not be adjusted,
orl, =1.

Step 4: Close the edge image generated in Step 1 by using
the edge connection algorithm that will be described in the next
section.

Step 5: Binarize the original image with the high threshold,
and partition the binarized image with the closed edge image,
namely, in the high-threshold binary image generated with the
high threshold, we set the pixels that belong to the edge pixels
in the closed edge image as background pixels (or white pixels).

Step 6: Use the seeds to fill the partitioned high-threshold
binary image generated in Step 5 with the seed-growth algo-
rithm, and for each region generated with the seed-growth al-
gorithm, judge the proportion between the number of the seeds
and that of the boundary pixels in the region. If the proportion
is larger than a given threshold (in this paper 0.2 is set from
experience), the region will be set as an object region. After
the seed filling, we obtain a primary binarized result.

Step 7: Combine the primary binarized result with the low-
threshold binary image that is generated with the low threshold,
namely, in the primary binarized image, we set the pixels that
belong to the object regions in the low-threshold binary image
as object pixels (or black pixels).

Step 8: Remove the small object region as noise where the
number of pixels is less than a given threshold, such as 8, and
obtain the final binarized image.

Fig. 4 shows the diagram of the proposed algorithm. Fig. 5
shows the binarization process of Fig. 1 with our binariza-
tion algorithm. Fig. 5b shows the edge connection result of
Fig. 2. Fig. 5c is the high-threshold binary result, where the
high threshold is 144. From Fig. 5c, it can be observed that be-
cause the high threshold is large, weak objects with high gray
values are detected, but noise and fake shadows are also de-
tected. Fig. 5d shows the result after combining Figs. 5b and
¢, where actual objects and fake objects are separated by the
closed edges. Fig. Se shows the seeds, where the gray lines are
the edges in Fig. 5b, and the white points are the seeds. Fig. Se
demonstrates that seeds are almost within object regions. Fig. 5f
shows the result after filling Fig. 5d with the seeds. Fig. 5g
shows the binarized result after combining Fig. 5f with the bina-
rized image that is generated with the low threshold 90. Fig. Sh
shows the final binarized result. In comparison between Figs.
5h and 3, it is shown that the objects are all detected, but the
precision of some details in Fig. 5h is not higher than that in
Fig. 3.

3. Remarks

In the following, we present some remarks to explain impor-
tant steps of our algorithm in detail.

3.1. Establishment of seeds

It is ideal that there are seeds in each object region and there
are no seeds in each background region. In order to make each
object region have seeds, the lowest intensity point within the
8-neighborhood of each edge point is taken as a seed, which
will probably introduce some wrong seeds that are located in
background regions. An algorithm for judging the object region
will be proposed in order to reduce the influence of wrong
seeds in the following subsections. If the edges of an object are
too weak to be detected, there will be no seeds in the object
region. This influence will be reduced by the low-threshold
binary image.

3.2. Generation of the edge image

The edge image is basic to our algorithm, which is used for
the separation of objects and backgrounds, selection of seeds
and calculation of the high and low thresholds. It is the ideal
edge image that separates objects from backgrounds, while
there are no spurious edge responses. Spurious responses can
result in wrong seeds and inaccurate high and low thresholds. If
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Fig. 5. Implement process of our algorithm: (a) original image; (b) edge connection result; (c) high-threshold binary result; (d) result after combining (b) and
(c); (e) seeds; (f) result after filling (d) with the seeds; (g) result after combining (f) with the low-threshold binary image; (h) final binarized result.

we wish that the edge image could completely separate objects
and backgrounds, the edge detector should be able to detect
weak edges, but this would result in spurious edge responses.
In order to overcome the problem, a closed Canny edge image
is used to separate objects from backgrounds, and the edges
with large edge magnitudes are used to calculate the high and
low thresholds. In order to reduce the effect of spurious edge
responses on the high and low thresholds, the edges with small
edge magnitudes are not used to calculate the high and low
thresholds.

Because the disjointed contours will affect the separateness
between objects and backgrounds, we connect the disjointed

contours of the edge image generated with Canny edge de-
tector to obtain closed contours. Ref. [20] proposed an edge
connection method based on edge orientation constraint, which
gives no consideration to the distance between the uncon-
nected end points and other edge points. The edge connection
method in Ref. [24] is to find the nearest boundary element
which is within a half circle for each unconnected end of an
open contour. This method considers the distance between
edge points, but considers the edge orientation very roughly.
This paper presents a new edge connection method, which
considers the distance and the edge orientation properly. We
categorize the disjointed edges into two cases: isolated points
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Fig. 7. Eight edge directions.

and non-isolated points, and will discuss them respectively as
follows.

3.2.1. Connection of isolated points

Because the isolated point has no edge orientation, we only
consider the distance property. Let P be an isolated edge point,
a neighborhood is defined as a circle with its center located at
P and a search radius r. The nearest edge point which is within
the circle, Q, is identified, and then we connect the points P
and Q with line generating algorithm. Fig. 6 shows the search
template 70 with the radius 2. The numbers in the template
denote the distance order with P. The smaller the number is,
the shorter the distance is.

3.2.2. Connection of non-isolated points

For the connection of non-isolated points, the orientation and
the distance properties of edge points are considered, and Fig. 7
shows the 8 edge directions. Let the current non-isolated end
point of an edge be P, and P’s neighboring and connected edge
point be P1. We calculate the direction angle 0 of the vector
P — P1, and take one of the 8 directions, which forms the
smallest angle with 6 as the approximate direction for the point
P. For the end point P with some direction, we first search the

nearest edge points in the neighborhood with a radius r. Then
if there exist several nearest edge points that have the same
distance with P, the point that has the smallest angle with P is
regarded as the nearest point. Fig. 8 shows the search templates
T1-T8 with a radius 2 which are corresponding to the 8§ edge
directions, namely, template 7i is corresponding to the i edge
direction, where i = 1,2, ..., 8. The value in each template
represents the order of connection with P. The smaller the
value is, the higher the priority of connection with P is. In the
following, we will introduce the generation of template with an
example of T'1.

Fig. 9 shows the generation of template 7'1. Let point P
be the origin, and point Q be any point in template 7'1. The
Euclidean distance between Q and P is r =||Q — P||2, where
|l - l2 denotes the 2-norm of a vector. The angle between the
vector Q — P and the edge direction 1 is «, where o € [0, x].
The order value of connecting Q with P is d=r>+ 2. Similarly,
the other order values in template 7'1 can be calculated. Then,
the template 7'1 in Fig. 8 is generated by numbering all points in
T'1 according to their order values. The generation of templates
Ti,i=2,3,...,8,1is similar to that of T'1.

In a summary of the two cases above, we give the following
edge connection algorithm for each unconnected edge point P:

(1) Choose one of the 9 templates for the point P according to
the two cases above. The criteria of choosing template is
that if the point P is an isolated point, template 70 is cho-
sen; otherwise, we choose one of the other templates 7',
i=1,2,...,8, according to the 8 approximate directions.

(2) According to the template and the edge image, choose the
edge point with minimum order value in the template as
the nearest point with P. In order to prevent the point
P from connecting with the edge points that are close to
and connected with P, these k(k <r) edge points in the
template are changed to non-edge points before choosing
the edge point.

(3) Connect the nearest point with P using line generating
algorithm.

In this paper, the template radius is taken to be 10. This
process is repeated twice, and all salient open contours will be
closed. If there are non-edge points for the unconnected edge
point P in the template, we should enlarge the template radius
in order to find some edge points in the new template. In this
paper, we do not adopt the template with a larger radius to deal
with these edge points that are badly unconnected.

3.3. Selection of the high and low thresholds

The high threshold is used to detect all objects, including
weak objects with high gray values. The low threshold is used
to detect obvious objects with low gray values, without back-
grounds. In this paper, the high and low thresholds are cal-
culated according to the edges with large edge magnitudes,
and experimental results demonstrate the effectiveness of our
method.
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Fig. 8. Eight search templates corresponding to the 8 edge directions.
A gions in the high-threshold binary image, but not to contain any
background regions in the low-threshold binary image. When
Q I, is very little (close to 0), the high threshold will be very
large (probably be larger than 255, and the high-threshold bi-
. nary image will be completely black) and the low threshold will
be very small (probably be close to 0, and the low-threshold
o binary image will be completely white). In this case, our al-
> gorithm will be similar to the binarized process described in
P

Fig. 9. The generation of template 7'1.

If there is obviously non-uniform illumination in the original
image, namely there are object regions with very high intensity
or background regions with very low intensity, then we adjust
the high and low thresholds with the weight ,,. The purpose
of the threshold adjustment is to contain all actual object re-

Section 2.1, namely searching object regions in the closed edge
image. In the following, we will analyze the selection of the
high and low thresholds with an example of a synthetic image.

Fig. 10a shows a synthetic image of 200 x 200 pixels. The
gray values in the object and the background both decrease
from the left to the right, and the intensity distributions of the
object and the background are intersected, which are shown in
Fig. 10b. The gray plane in Fig. 10b is the lowest intensity plane
of the background, and the intensity distribution of the object
above the gray plane lies in the intensity distribution of the
background. By using our method, the high and low thresholds
are 217 and 156, respectively, where the weight /,, = 1. In the
following, we will analyze the rationality of the calculated high
and low thresholds.
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Fig. 10. Selection of the high and low thresholds: (a) a synthetic image; (b) intensity distribution; (c) histogram; (d) binarized result with the high threshold
H; (e) binarized result with the low threshold L; (f) binarized result with our method.

Fig. 10c shows the histogram of the image Fig. 10a, in
which there exist two valley locations, denoted by H = 219
and L = 179. Figs. 10d and e show the binarized results with
the thresholds, H and L, respectively. After analyzing, it can
be known: (1) If the high threshold is smaller than H, there
will be object loss in the high-threshold binary image, so that

objects will not be completed in the final binarized result. (2)
If the high threshold is larger than H, more backgrounds will
be detected as objects in the high-threshold binary image, but
objects will not be lost. (3) If the low threshold is larger than
L, backgrounds will be detected as objects in the low-threshold
binary image, so that backgrounds will probably appear in the
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Fig. 11. The distribution of the seeds in the red rectangle region of Fig. 5d.

final binarized result. (4) If the low threshold is smaller than
L, fewer objects will be detected in the low-threshold binary
image, but backgrounds will not be detected. In the cases of
(2) and (4), the final binarized result will not be greatly influ-
enced if the edge image is fine. Therefore, it is ideal for Fig.
10a to set the high and low thresholds as H and L, respectively.
The high and low thresholds calculated with our method are
close to the ideal values. For our high threshold is set a little
bit smaller than H, a part of the object, namely the left corner
of the object, is lost in the final binarized result (Fig. 10f).

Therefore, the basic principle of selecting the high and low
thresholds is that the high threshold should be set large enough
so that all objects would be detected, while the low threshold
should be set small enough so that no backgrounds would be
detected.

3.4. Judgment of the object region

In Step 6 of our algorithm, the filled region is judged to
remove the background region as seeds grow. Because all seeds
lie in region boundaries, and mostly lie in object boundaries, the
proportion between the number of seeds and that of boundary
points is large for a filled object region, but small for a filled
background region. Fig. 11 shows the distribution of seeds in the
red rectangle region of Fig. 5d, where the seeds are represented
by the symbol ‘+’. From Fig. 11, it can be seen that most
of the seeds lie in object regions, and only a small portion of
the seeds lie in background regions, so the proportion between
the number of seeds and that of boundary points in the object
region is larger than that in the background region.

3.5. Measurement of non-uniform illumination

In our algorithm, the judgment of non-uniform illumination
depends on the observer. In addition, this paper also presents an
approximate measurement of non-uniform illumination, which
is based on the analysis of the intensity distribution of edge
pixels. The detailed measurement of non-uniform illumination
is as follows:

Let 7 be the original image, and {e;},i = 1,...,n be the
set of the edges with large edge magnitudes in I, where n is
the number of edges. Let {I{, I}, ..., I;} be the pixels in the
edge e; that are ascendingly ordered by the intensity, where /i
is the number of the edge point. The degree of non-uniform

illumination d of the image I is

n li
a= ==L a1y 7).
i=1 j=2

where m is the total number of edge pixels, and [ j’ denotes
the intensity of the jth pixel in the edge e;. The above formula
mainly consists of two parts: the intensity range of each edge
(Ilii — 1{ ) and the speed of the intensity change le':z (IJ’: -
Ij’:fl)z. When there is obvious non-uniform illumination, the
intensity range of each edge should be large and the speed of
the intensity change should be slow. When there is no obvious
non-uniform illumination, generally the intensity range of each
edge should be small, or the intensity change of some edges
should be abrupt. Therefore, when the value of d is large, there
is obvious non-uniform illumination and vice versa.

3.6. Processing of the edge pixels

Seeds grow in the high-threshold binary image that is parti-
tioned by the closed edge image, such as Fig. 5d, so the filled
result does not include edge pixels, such as Fig. 5f. In order to
make objects more complete, we take the edge pixels, whose
gray values are lower than the average of the high and low
thresholds, as object pixels.

4. Experimental results and analysis

We make the performance comparison between our method
and the classical binarization methods (such as Otsu’s method
or Bernsen’s method) and YB’s method which is similar to our
method. The experimental images are scanned note images,
degraded document images, NDT images and artificial images.

Fig. 12 shows a comparison between some binarization meth-
ods with a scanned note image. In the note image, the object in-
tensity is inhomogeneous and there exists fake shadow near the
object boundaries. As shown in Fig. 12b, the global threshold-
ing method, Otsu’s method, seeks a fine trade-off between the
object loss and the noise increase but cannot resolve the conflict
between them. The adaptive thresholding methods, Bernsen’s
method and Niblack’s method, are better than Otsu’s method.
The two adaptive thresholding methods can get more details
than Otsu’s method, but their robustness is not very good and
the object boundaries are coarse, as shown in Figs. 12¢ and d.
For Bernsen’s method and Niblack’s method, if the width of
the window is too small, there will be fake shadow and loss
of some object pixels; but if the width of the window is too
large, local adaptive threshold will become meaningless and
the speed of the algorithm will be decreased greatly. Thus how
to select a proper width of the window is a problem to some
adaptive thresholding methods. The comparison between Figs.
12e and f shows that our method and YB’s method have similar
binarization results, and they both overcome the problems that
exist in Figs. 12b—d. Therefore, the image binarization methods
with the edge information are effective for low contrast note
images, which have the properties: less loss of object informa-
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Fig. 12. Comparison between some binarization methods with a scanned note image: (a) original image; (b) Otsu’s method; (c) Bernsen’s method; (d) Niblack’s
method; (e) Yanowitz—Bruckstein’s method; (f) our method.

tion, good robustness and the smoother object boundary. Most Fig. 13 shows a comparison between several binariza-
important, they can overcome the influence of fake shadows tion methods with four degraded document images in which
that often exist in scanned note images. there exist non-uniform illumination, low contrast and smear.
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Fig. 13. Comparison between some binarization methods with four degraded document images: (a) four degraded document images; (b) Otsu’s method; (c)
Bernsen’s method; (d) Niblack’s method; (e) Yanowitz—Bruckstein’s method; (f) Sauvola’s method; (g) Gatos’s method; (h) our method.

that all methods invariably performed poorly for at least one or
two images; thus, it can be observed that any single algorithm
could not be successful for all image types, even in a single
application domain. But for the degraded document images,
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Fig. 14. Comparison between our method and Yanowitz—Bruckstein’s method:
(a) defective tile image; (b) eddy current image; (c) ground truth result of
Fig. 14a; (d) ground truth result of Fig. 14b; (e) binarized result of Fig. 14a
with Yanowitz—Bruckstein’s method; (f) binarized result of Fig. 14b with
Yanowitz—Bruckstein’s method; (g) binarized result of Fig. 14a with our
method; (h) binarized result of Fig. 14b with our method.

generally, adaptive thresholding methods are better than the
global thresholding method, and the average performance of
our method is better than those of the others. For the detail
of some characters, such as the characters ‘a’ and ‘e’, the
binarized result with our method is not very good. The bi-
narized results with Gatos’s method depend on the binarized
results with Sauvola’s method to a great extent, because the
background surface estimation of Gatos’s method is based
on the binarized result with Sauvola’s method, and the final

a

Fig. 15. Robustness comparison between our method and

Yanowitz—Bruckstein’s method: (a) defective tile image with Gaussian noise;
(b) Yanowitz—Bruckstein’s method; (c) our method.

binarized result lies on the background surface. Because there
are too many parameters in the post-processing process of
Gatos’s method and the final binarized result is sensitive to
these parameters, experimental results show that the binarized
results with the post-processing are not better than the results
without the post-processing. Thus, for Gatos’s method the
post-processing is not adopted in this paper.

Fig. 14 shows a comparison between our method and YB’s
method. In order to generate comparable results, we both adopt
the 3 x 3 mean filter to smooth the original image, and use the
same Canny edge detector to determine the image edges. For
Fig. 14a, the high and low thresholds are 0.0625 and 0.025,
respectively, and for Fig. 14b the high and low thresholds are
0.0781 and 0.0313, respectively. The experimental images are
two NDT images used in Ref. [18], a defective tile image
(Fig. 14a) and a defective eddy current image including air-
craft fuselages (Fig. 14b). Figs.14c and d show the ground truth
results. Figs.14e and f show the binarized results with YB’s
method, where the post-processing step of ghost-elimination
was omitted, for the results of the post-processing step are the
inverse of Figs.14e and f, respectively. Figs.14g and h show the
binarized results with our method. The comparison between
Figs.14e-h and the ground truth results (Figs. 14c and d) shows
that our method is better than YB’s method when the object
boundaries are very weak. Because YB’s method completely
depends on the edge information, objects will lose when the
object boundary is too weak to be detected. Even that the object
with weak boundaries can be detected by the threshold surface,
it would be probably removed by the post-processing step, be-
cause there is a small average gradient value at the edge of the
object. Though our method may also lose the object during the
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Fig. 16. Binarized results of four artificial images with simulating non-uniform illumination. The first column is the original images; the second column and
the third column are the binarized results with YB method and MA method, respectively; the last column is the binarized results with our method.

seed filling due to the loss of object boundaries, obvious ob-
ject loss can be restored by remedying with the low-threshold
binary image.

Fig. 15 shows the robustness comparison between our
method and YB’s method. Fig. 15a is the defective tile image
with Gaussian noise. Figs.15b and c are the results of YB’s
method and our method, respectively. From Figs. 15b and c,
we can observe that the high-threshold binary image can re-
move most background pixels, so many seeds near spurious
edge response will not grow. Therefore, our method has better
robustness than YBs’ method.

Fig. 16 shows four artificial black—white images generated
by simulating non-uniform illumination of the black and white
pattern [21]. The binarized results of YB method and multi-
resolution approximation (MA) method are from [21]. The
misclassification error (ME) [18] is adopted to measure the
performance. For the two-class segmentation problem, ME can
be expressed as ME =1 — Wéﬁ%, where By and Fy
denote the background and foreground of the original (ground-
truth) image, respectively, Br and Fr denote the background
and foreground area pixels in the test image, respectively, and
| - | is the cardinality of the set. The ME reflects the percentage
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Table 1
Comparison of the performance of the YB and MA methods

Method Test image

‘Squares’ ‘Text’ ‘Rectangles’ ‘Stars’
YB 0.0063 0.212 0.191 0.312
MA 0.0072 0.312 0.078 0.096
Ours 0.0036 0.0228 0.0639 0.003

of background pixels wrongly assigned to the foreground, and
conversely, that of foreground pixels being wrongly assigned
to background. The ME varies from O for a perfectly classified
image to 1 for a totally wrong binarized image.

Due to the obviously non-uniform illumination in Fig. 16,
the weight /,,, is set to be 0.4. Table 1 presents the binarization
errors ME for each method, which demonstrates that the per-
formance of our method is better than those of the YB method
and the MA method under different foreground and background
conditions.

5. Conclusions

Aiming to overcome the deficiencies of some binarization
methods (such as Otsu’s method and Yanowitz—Bruckstein’s
method), including the loss of object information, coarse
boundary, poor robustness, etc., this paper presents an au-
tomatic double-threshold image binarization method based
on the edge detector. The high and low thresholds are based
on the edge image. In this paper, we present the basic prin-
ciple of selecting the high and low thresholds, and analyze
the effect of the high and low thresholds. The edge im-
age is mainly used for the separation of objects and back-
grounds, selection of seeds and calculation of the high and
low thresholds. In order to improve the separation of ob-
jects and backgrounds, a new edge connection method, which
considers the distance and the edge orientation properly, has
been proposed. Based on the analysis of the intensity dis-
tribution of edge pixels, an approximate measurement of
non-uniform illumination is deployed. In order to remove the
background region where wrong seeds grow, the judgment
of the object region is proposed based on the proportion be-
tween the number of seeds and that of boundary points in the
region.

Our method was tested with scanned note images, degraded
document images, non-destructive testing images and artificial
images. The test results show that our method has several good
properties, such as less loss of object information, and high ro-
bustness, and has better overall performance than several clas-
sic binarization methods.
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