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Adaptive Wideband Beamforming With
Frequency Invariance Constraints
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Abstract—A response variation � � element is introduced to
control the consistency of an adaptive wideband beamformer’s
response over the frequency range of interest. By incorpo-
rating the element into the linearly constrained minimum
variance (LCMV) beamformer, we develop a novel linearly
constrained beamformer with an improved output signal-to-inter-
ference-plus-noise ratio (SINR), compared to both the traditional
formulation and the eigenvector based formulation, due to an
increased number of degrees of freedom for interference suppres-
sion. In addition, two novel wideband beamformers robust against
look direction estimation errors are also proposed as a further
application of the element. One is designed by imposing a
constraint on the element and simultaneously limiting the
magnitude response of the beamformer within a pre-defined
angle range at a reference frequency; the other one is obtained
by combining the element and the worst-case performance
optimization method. Both of them are reformulated in a convex
form as the second-order cone (SOC) programming problem and
solved efficiently using interior point method. Compared with the
original robust methods, a more efficient and effective control over
the beamformer’s response at the look direction region is achieved
with an improved overall performance.

Index Terms—Convex optimization, frequency invariance, look
direction error, robust beamformer, wideband beamforming.

I. INTRODUCTION

I N adaptive wideband beamforming [1], given the direction
of arrival (DOA) information of the signal of interest, many

traditional beamforming techniques can work effectively and
achieve a satisfactory output signal-to-interference-plus-noise
ratio (SINR) [2], [3]. One of the most well-known beamformers
is the linearly constrained minimum variance (LCMV) beam-
former or the Frost beamformer [4], [5], which minimizes its
output power while preserving a unity gain at the look direction
or subject to some more complicated constraints. Suppose the
signal of interest comes from the broadside of the array, then
a simple formulation of the constraints can be obtained. How-
ever, the problem with this simple formulation is that the beam-
former will be over-constrained when we are not interested in
the full range of normalized frequency. Moreover, we may not
need to constrain the beamformer response over the frequency
range of interest to be exactly unity and some variation can be
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allowed so that more freedom can be allocated for suppressing
interferences.

To design a wideband beamformer over a specified frequency
range, conventionally we formulate a constraint matrix by sam-
pling the frequency range of interest and constrain the response
of the beamformer at those frequency points to be the desired
ones. However, the large number of constraints resulted from
this approach reduces the number of degrees of freedom in min-
imizing the output power of the beamformer. To reduce the
number of constraints, an eigenvector constraint approach was
developed based on the low rank representation of wideband
signals [6].

To have a more efficient use of the degrees of freedom of the
array, we propose a new method for wideband minimum vari-
ance beamforming, with a much less number of constraints, and
resulting in a higher output SINR. In this method, a response
variation element will be introduced to control the fre-
quency response of the beamformer at the look direction. Based
on the new formulation, an online LMS-type (least mean square)
adaptive solution is then derived.

The performance of the above beamformers is very sensitive
to array calibration errors, and especially the error in the DOA
angle of the signal of interest. If the desired signal does not come
exactly from the designed look direction, it will be considered
as an interference and the beamformer will tend to null out the
desired signal at its output.

Many methods have been proposed to improve the robustness
of the beamformer against DOA angle mismatch error [7], [8].
For example, we can impose additional derivative constraints to
the beamformer so that a wider main beam can be obtained to
cover all the possible directions of the signal of interest [9]–[11].
Another choice is the diagonal loading method which improves
the robustness of the beamformer by constraining the norm of
its weight vector [8], [12].

Moreover, we can employ inequality constraints to control the
magnitude response of the beamformer over a specified DOA
range. Such an idea was initially proposed for robust narrow-
band beamforming [13]–[15]. In this paper, we will extend it to
the wideband case and design a robust wideband beamformer
based on convex optimization. In the proposed method, the
element is first constrained to attain a frequency invariant main
beam, after which we only need to impose one single soft mag-
nitude constraint at each sampled angle point.

A class of robust beamformers based on worst-case perfor-
mance optimization using convex optimization techniques have
also been proposed for both narrowband and wideband arrays
[15]–[17]. In [17], a group of constraints are imposed on sam-
pled frequency points over the frequency range of interest to
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prevent the mismatched desired signal from being filtered out
by the beamformer. There are two problems with the approach.
One is its relatively high computational complexity due to its
constraints imposed on a large number of sampled frequency
points; the other one is that there is no mechanism to control
the response consistency to the mismatched desired signal so
that a potentially intolerable distortion to the desired signal may
happen. To address the above two problems, we first apply the

element to the array to ensure a good response consistency
in the robust DOA region, and then impose just one constraint on
the reference frequency point at the look direction. Compared to
the approach in [17], both the system’s efficiency and the fre-
quency response consistency to the desired signal are improved
significantly.

This paper is organized as follows. The wideband beam-
forming structure with tapped delay-lines (TDLs) is reviewed
briefly in Section II, including the Frost beamformer with its
two solutions. The traditional adaptive wideband beamformer
with added frequency invariance constraints is proposed in
Section III. The two wideband beamformers robust against
look direction estimation errors are proposed in Section IV.
Simulation results are provided in Section V, where the per-
formances of both the proposed methods and the conventional
methods are compared in details. Conclusions are drawn in
Section VI.

II. WIDEBAND BEAMFORMING

A general structure for wideband beamforming is shown in
Fig. 1, where is the number of taps associated with each of the

sensor channels. The beamformer obeying this architecture
samples the propagating wave field in both space and time. Its
response as a function of the angular frequency and DOA
can be expressed as

(1)

where is the unit delay in the TDL or sampling period, is
the delay between the th sensor and the zero-phase reference
point. In a vector form, we have

(2)

where is the coefficient vector defined as

(3)

and is the steering vector given by

(4)

For a uniform linear array (ULA) with an inter-element
spacing , . With the normalized
angular frequency , we have

(5)

Fig. 1. A general wideband beamforming structure.

with . Then we obtain the response as a function of
and

(6)

with

(7)

In our simulations,we choose the middle point of the array as
the zero-phase reference point so that .

Suppose the signal of interest comes from the broadside of the
array . Then the Frost beamformer can be formulated as
follows:

(8)

where is the covariance matrix of the
received array signal with

(9)

and is a constraint matrix

...
...

. . .
...

(10)

where and are the column vectors containing
ones and zeros, respectively. is the response vector with
one entry being 1 and all the others being zero.

The solution to the problem in (8) can be obtained by the
method of Lagrange multipliers, given by [4]

(11)

where can be approximated by the sample covariance ma-
trix

(12)

with being the number of samples available.
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Alternatively, an online LMS-type solution to the problem in
(8) can be obtained as [4]

(13)

with

(14)

where is a real-valued step size.

III. ADAPTIVE WIDEBAND BEAMFORMER WITH FREQUENCY

INVARIANCE CONSTRAINTS

Given the constraints of the Frost beamformer in (8), the
unity gain is preserved at the broadside direction over all pos-
sible frequencies. However, in many cases, the frequency range
of interest is not the entire normalized frequency band and it
is not necessary to maintain an exact unity gain over the fre-
quency range of interest either. Applying the constraints only to
the frequency range of interest and simultaneously reducing the
consistency of the beamformer’s response at the look direction
over the operating frequency range will leave more degrees of
freedom for the beamformer to suppress the interfering signals.

To design a wideband beamformer with a specified frequency
range, conventionally we can formulate the constraint matrix by
sampling the frequency range of interest and constrain the re-
sponse of the beamformer to those frequency points to be the
desired ones, which are usually some pure delays or zeros if we
want to null out this signal. In this case broadside arrival of the
signal of interest is unnecessary so that can be any angle within

(for a linear array). Suppose the frequency range of
interest is and we uniformly sample with frequency
points , . The corresponding desired re-
sponse of the beamformer for the frequency point with the
direction is given by . Then the constraint for the
frequency points can be formulated as

(15)

where is an constraint matrix

(16)

and is an response vector

(17)

Note that and are complex-valued and we can change the
complex constraints into real ones as follows (for a real-valued

)

(18)

with

(19)

where and denote the real part and imaginary part
of their variables, respectively.

Note that the constraints are assumed to be linearly indepen-
dent so that has a rank . This is not an efficient way to utilize
the degrees of freedom of the array, since each linear constraint
uses one degree of freedom in the weight vector . With con-
straints there are only degrees of freedom available
for minimizing the output power of the array.

A more efficient representation is the eigenvector constraint
design approach developed based on the low-rank representa-
tion of wideband source signals with singular value decomposi-
tion (SVD) [6]. As shown in Appendix I, the constraints in (18)
can be approximated by

(20)

Combining the eigenvector constraints in (20) along with the
minimization of output power of the beamformer, we have the
following new LCMV formulation

(21)

with its LMS-type solution as

(22)

where

(23)
By (20), the number of constraints is reduced compared to

that in (18), However as shown in Appendix II, when both the
frequency range of interest and the dimension of the array is
large, this approach still leads to a large number of constraints.
Furthermore, these constraints are “hard” and each of them will
take exactly one degree of freedom from the system. In the next,
we propose a “soft” approach to the design of constraints by
introducing a new element to control the beamformer’s response
over the frequency range of interest at the look direction, which
is called response variation (RV). In a general form, it is defined
as [18]–[20]

(24)

(25)

where shows the DOA range over which the parameter
is measured, is the reference frequency and we have assumed
that is real-valued. is a measurement of the Euclidean dis-
tance between the response at and that at all the other oper-
ating frequencies over a range of directions over which the
is measured. When is zero, the beamformer has a consistent
frequency invariant response over the frequency range and
the DOA range .
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Since we only consider the look direction , is reduced
to a single DOA angle point. Then (24) and (25) change to

(26)
and

(27)

respectively.
In the simulation, is calculated numerically by uniformly

discretizing into grid points. To control the consistency
of the frequency response of the beamformer at and also make
sure the beamformer reaches the desired response, we can min-
imize and simultaneously constrain the beamformer’s re-
sponse at to the desired response , given by

(28)

Then the complete formulation for the proposed minimum
variance beamformer can be obtained by combining (26) and
(28) along with minimizing output power of the beamformer

(29)

where is a real-valued trade-off parameter between the fre-
quency invariant property at the look direction and the output
power of the beamformer. A large will increase the consis-
tency of the resultant beamformer’s response over the frequency
range of interest at the look direction.

Note that the constraint in (28) is complex-valued and we
can change the single complex constraint into two real ones as
follows:

(30)

with

(31)

Then we can change (29) to

(32)

Similar to the Frost beamformer in (13), we can easily derive
an online LMS-type algorithm for the new problem in (32), as
given in the following:

(33)
with

(34)

Compared to the eigenvector constraint approach in (21), the
number of ‘hard’ constraints is reduced significantly to only two
and the consistency of the beamformer’s response at the look
direction is represented by part of the cost function to be mini-
mized. Thus the output SINR is expected to be improved due to
the reduced number of ‘hard’ constraints.

IV. ROBUST WIDEBAND BEAMFORMER AGAINST LOOK

DIRECTION ESTIMATION ERROR

When the desired signal does not come exactly from the de-
signed look direction , the beamformer will tend to suppress
it as an interference. All the approaches introduced in the last
section are very sensitive to this error. To improve the robust-
ness of the system against the look direction estimation error,
we next propose two methods based on convex optimization.

A. Robust Wideband Beamformer With Frequency Invariance
Constraints

The first approach is based on a previously proposed method
for robust narrowband beamforming, where inequality con-
straints on the magnitude response of the beamformer over a
specified DOA range were introduced [13]–[15]

(35)

where is the response of a narrowband beamformer, and
are the lower and upper limits of the magnitude response,

and is the DOA range where the magnitude constraints
are imposed. This idea can be extended to the wideband case
directly as follows:

(36)

To represent the frequency-angle constraints in (36), we have to
sample both the angle and the frequency ranges by a sufficiently
large number of points. Although we can employ the approach
in (20) for a more effective representation, it still demands a
large number of constraints over the DOA range. An efficient
solution is to incorporate the element into the constraint set
to achieve a frequency invariant main beam so that we only need
to impose one magnitude constraint at each sampled angle point
corresponding to the reference frequency .

We first limit the element in (24) to a very small value
by imposing the following constraint:

(37)

which can be simplified into

(38)

where , with being a diagonal matrix in-
cluding all the eigenvalues of , and being the eigenvector
matrix containing the corresponding eigenvectors. Note here

is calculated for the range . In the simula-
tion, is computed numerically and and are
uniformly discretized into and grid points, respectively.
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With this constraint, we now only need to impose the magni-
tude constraints at , given by

(39)

Note that the formulation in (39) is not convex due to the
part . To convert it into a convex form, as an
approximation, we use

(40)

Similarly we have

(41)

where , with being the diagonal matrix in-
cluding all the eigenvalues of , and being the corre-
sponding eigenvector matrix.

To avoid a large noise gain, we also need to constrain the norm
of [21]

(42)

where is a positive real-valued constant.
Then, a complete formulation for the first robust wideband

beamformer with a frequency invariance constraint (RB-FI) is
obtained as

(43)

B. Robust Wideband Beamformer With Frequency Invariance
Constraints and the Worst-Case Performance Optimization

In this section, we will propose another wideband beam-
former robust against the look direction estimation error based
on the worst-case performance optimization.

In the presence of look direction estimation error, the actual
steering vector differs from the ideal one by an error vector

(44)

where is the real steering vector of the desired signal
from direction , and is the steering vector corre-
sponding to the designed look direction .

The worst-case performance optimization approach tries to
eliminate the uncertainty included in the steering vector by
upper bounding the norm of the error vector , given by

(45)

where is a small positive value.
In [17], a robust wideband beamforming design method based

on the worst-case performance optimization (RB-WC) has been
proposed with the following formulation

(46)

Then the constraint in (46) can be rewritten as

(47)

Applying the Cauchy-Schwartz inequalities along with the in-
equality , , we have

(48)

Thus, to satisfy the constraint in (46), we can let

(49)

(50)

Then the RB-WC problem in (46) changes to

(51)

A potential problem with the above method is that the magni-
tude response of the resultant beamformer at the desired direc-
tion can vary for different frequencies and this kind of variation
could be out of control and cause very large distortions to the
desired signal. Moreover, as in the previous case, we also need
to sample the frequency range of interest by a sufficiently large
number of points, which will inevitably increase the computa-
tional complexity of the system. As a remedy, we can apply the

constraint in the same way as before, which will improve
the frequency invariance property of the resultant beamformer
at the desired direction and also reduce the computational com-
plexity of the system. In this case the constraint is given by

(52)

where is a small positive value. Then the formulation in (46)
can be simplified to

(53)

Similarly, the second constraint in (53) can be replaced by

(54)

Then we obtain the following convex formulation for designing
the robust wideband beamformer with the frequency invari-
ance constraints and the worst-case performance optimization
(RB-FI-WC)

(55)

Since there are only two constraints imposed in (55), the compu-
tational complexity of the system will be reduced significantly
compared to the method in (51).
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C. Algorithm Implementation

Next we will develop a second-order cone (SOC) formulation
of (55) and then solve it using the optimization tool SeDuMi
[22]. Following [16], by introducing a new non-negative vari-
able , we let . Equation (55) can be converted to

(56)

which can be further transformed to the following canonical
dual form of the SOC programming problem as

(57)

where is the variable vector, is the quadratic cone
of the dimension corresponding to the th inequality
constraint in (56) ( , 2, 3), and

(58)

More specifically

(59)
and

(60)

where

(61)

Note the only desired weights in after optimization is .
The methods in (43) and (51) can be transformed to the canon-
ical dual form of the SOC programming problem in the same
way. Using the primal-dual reduction method, the computa-
tional complexity of the RB-FI-WC is and that
of the RB-WC is [23]. Since , our pro-
posed RB-FI-WC has a substantially lower computational com-
plexity than that of RB-WC.

Fig. 2. Comparison of the Frost beamformer in (13) and the �� approach in
(33) with � � ��, 1 and 0.1: (a) convergence of the output SINR; (b) frequency
responses at the look direction.

V. SIMULATIONS AND RESULTS

To show the effectiveness of the proposed methods, sim-
ulations are performed based on a ULA with the following
specifications.

• We consider a ULA with and ;
and ;

• the array spacing is assumed to be half the wavelength cor-
responding to the maximum normalized signal frequency

so that ;
• the desired signal has a signal-to-noise ratio (SNR) of 10

dB and two wideband interferences have a signal-to-inter-
ference ratio (SIR) of 10 dB. The directions of arrival for
the three signals vary in different design examples;

• desired response .

A. The LMS-Type Adaptive Beamformers

First we compare the performance of the proposed ap-
proach in (33) and the LMS-type Frost beamformer in (13). It is
assumed that the desired signal comes from the broadside direc-
tion and two interferences arrive from the directions
and 20 , respectively. The step size is set to 0.000004 for both
cases and three values of the trade-off parameter are used with
10, 1 and 0.1, respectively.

Fig. 2(a) shows the learning curves for the output SINR versus
the iteration number for both the Frost beamformer and the
proposed one, which is obtained by averaging 200 simulation
results. We can see clearly that the proposed based one has
led to an improved output SINR compared to the Frost beam-
former. Moreover, with decreasing, a higher output SINR has
been achieved, which can be explained by the fact that more de-
grees of freedom are released for interference suppression by re-
laxing the consistency constraint at the look direction. The resul-
tant frequency responses at the look direction by the Frost beam-
former and the proposed one are shown in Fig. 2(b), where we
can see that the Frost beamformer has exactly a unity response
over all frequency components at the look direction, while with
a decreasing , the frequency response consistency of the pro-
posed approach becomes poor, as expected. Next we com-
pare the performances of the proposed approach in (33) and
the eigenvector constraint approach in (22). Since both can be
directly used to design beamformers with an off-broadside main
beam, we assume the desired signal comes from
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Fig. 3. Comparison of the �� approach in (33) and the eigenvector constraint
approach in (22): (a) convergence of the output SINR; (b) output SINR versus
input SNR.

and the two interferences arrive from and 0 , re-
spectively. The step size is set to 0.000004 and 0.000006 for
the approach and the eigenvector constraint approach, re-
spectively. For the eigenvector constraint approach, as ,

, and the frequency range of interest
, we have . Therefore, we choose .

The learning curves for the output SINR versus the iteration
number are shown in Fig. 3(a), obtained by averaging 200
simulation results. The proposed approach achieves a better
performance in terms of interference suppression than that of the
eigenvector constraint approach. Additionally, in this case the
resultant variance of the magnitude responses at the direction

for the proposed approach and the eigenvector
constraint approach is 0.0084235 and 0.0091174, respectively,
which indicates that the former one leads to a slightly better
consistency at the look direction than the latter one. Thus we
can conclude that the proposed approach can achieve an
improved performance compared to the eigenvector constraint
approach under the condition that they have similar consistency
of responses at the look direction. The improvement in perfor-
mance arises from a larger number of freedom for interference
suppression by the approach. For this case, the ap-
proach has degrees of freedom available for
minimizing the cost function of the beamformer; in contrast, the
eigenvector constraint approach has only de-
grees of freedom available.

We also give the output SINR result versus the input SNR
for both approaches in Fig. 3(b). It can be observed that the
approach can always achieve a better output SINR for any given
value of the input SNR.

B. Robust Beamformers Against Look Direction Error

In this section, we perform simulations for the two proposed
robust beamformers: the RB-FI beamformer in (43) and the
RB-FI-WC beamformer in (55). In addition, the results based
on the previously proposed RB-WC beamformer in (51) and the
Frost beamformer with the Lagrange multipliers solution in (11)
are also provided as a comparison. The desired signal comes
from the direction and two interferences arrive from

and 20 , respectively. In the following, the designed
look direction is always 0 , which gives an angle estimation
error of 10 .

Fig. 4. The resultant beam pattern based on the RB-FI beamformer with the
�� constraint applied to ���� � �� �.

Fig. 5. Output SINR versus input SNR for the RB-FI-WC beamformer, the
RB-WC beamformer and the Frost beamformer in (11) with an angle estimation
error of 10 .

First we perform one simulation based on the RB-FI beam-
former. The constraint is applied to the range .
The values of , , and are
chosen. The resultant beam pattern is shown in Fig. 4, which
shows a very good performance in terms of frequency invariant
property over the angle range, response ripple control and
interference suppression.

For RB-FI-WC, the range of is and the
values of and are chosen; for RB-WC, we set

. Fig. 5 shows the output SINR versus the input SNR
for the RB-FI-WC beamformer, the RB-WC beamformer and
the Frost beamformer, obtained by averaging 200 simulation
results. Obviously RB-FI-WC and RB-WC are much more
effective in coping with the look direction mismatch problem.
Moreover, for this case with an estimation error of 10 , the
proposed RB-FI-WC provides a better performance than that
of RB-WC, especially for high SNRs.

In the next, we study their performances in term of output
SINR versus angle estimation error, and the result is shown in
Fig. 6(a). It can be seen that the RB-FI-WC beamformer outper-
forms the RB-WC beamformer when the error is greater than 6 .

As we mentioned in the last section, one potential problem
with the RB-WC beamformer is that it may have the frequency
response consistency to the mismatched desired signal out of
control, leading to an intolerable distortion. The variance of re-
sponses at the directions where the mismatched desired signal
comes from versus DOA angle is shown in Fig. 6(b), where
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Fig. 6. Comparison of the RB-FI-WC beamformer and the RB-WC beam-
former: (a) output SINR versus DOA of the mismatched desired signal with an
SNR of 10 dB; (b) variance of responses at the direction where the mismatched
desired signal comes from.

Fig. 7. Convergence of the output SINR for the �� approach in (33) and the
eigenvector constraint approach in (22).

the variances for the RB-FI-WC beamformer represent a very
good frequency consistency from DOA of 1 to 10 . For the
RB-WC beamformer, the variances have a dramatic rise and
reach 8.5576 at 10 , causing a too large and intolerable vari-
ance of the responses.

Finally we perform some simulations with a larger problem
size. The dimensions of the array are increased to and

and it is assumed that there are four interferences with
an SIR of 10 dB coming from , 0 and 30 , 60 , respec-
tively, and one desired signal with an SNR of 10 dB coming
from . For the approach in (33) and the eigenvector
constraint approach in (22), the step size is set to 0.000004 and
0.000006, respectively. Based on (69), we have , and
therefore we choose . is set to be 2.5. Fig. 7 shows the
learning curves for the output SINR versus the iteration number

, obtained by averaging 200 simulation results. The ap-
proach again has achieved a better performance. The resultant
variance of the magnitude responses at the direction
for the proposed approach and the eigenvector constraint
approach is 0.0087 and 0.0095, respectively. For RB-FI-WC,
the range of is and the values of and

are chosen; for RB-WC, we set . The Output
SINR versus DOA of the mismatched desired signal is shown
in Fig. 8(a), in which the RB-FI-WC beamformer outperforms
the RB-WC beamformer when the mismatched desired signal

Fig. 8. Comparison of the RB-FI-WC beamformer and the RB-WC beam-
former: (a) output SINR versus DOA of the mismatched desired signal with an
SNR of 10 dB; (b) variance of responses at the direction where the mismatched
desired signal comes from.

comes from between and . The variance of responses
at the directions where the mismatched desired signal comes
from is shown in Fig. 8(b), where the variances for RB-FI-WC
represent a very good frequency consistency from DOA of
to . For the RB-WC beamformer, it again causes a too large
and intolerable variance of the responses when a large estima-
tion error happens. The variance is much larger than the simu-
lation results shown in Fig. 6(b) with a smaller problem size.

VI. CONCLUSION

A response variation (RV) element has been introduced
to control the frequency invariant property of the adaptive
wideband beamformer at the look direction region over the
frequency range of interest. By adding it into the cost function
of the LCMV beamformer, a new linearly constrained beam-
former has been derived with a trade-off between frequency
response consistency at the look direction and output power
minimization. Due to the increased number of degrees of
freedom for interference suppression, compared to the original
Frost beamformer and the eigenvector constraint approach, an
improved SINR is achieved. In addition, two novel wideband
beamformers robust against look direction estimation errors are
proposed with their solutions based on the convex optimiza-
tion technique. One is designed by imposing an constraint on
the element and simultaneously limiting the magnitude
response of the beamformer within a pre-defined angle range at
a reference frequency; the other one is obtained by combining
the element and the worst-case performance optimization
method. Compared with the original robust methods, a more
efficient and effective control over the beamformer’s response
at the look direction region has been achieved with an improved
overall performance, as shown by our simulations.

APPENDIX I

In the eigenvector constraint approach, the constraint matrix
is decomposed into the product of three matrices with a sin-

gular value decomposition (SVD) operation given by

(62)
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where is an diagonal matrix containing the singular
values of in a descending order, is an unitary
matrix and is a unitary matrix.

To find a rank approximation matrix to the matrix , we
separate matrix into two parts as follows:

(63)

where holds the first columns of , and holds its re-
maining columns. Matrix is split in the same way as

(64)

Then is given by

(65)

after which the original constraint formulation changes to

(66)

It can be further simplified to

(67)

with .

APPENDIX II

The number of constraints in (67) depends on the value of
. A large leads to a good response consistency at the look

direction , but leaves less number of degrees of freedom for
output power minimization. A detailed study has shown that a
wideband signal can be represented accurately by [6]

(68)

orthogonal basis functions, where is the temporal duration
for the signal to propagate through the beamformer to the output
from the time it first reaches the array, given by

; for real-valued bandpass signals within the
frequency range , , and
is the ceiling function rounding its element to the next integer
towards infinity [6]. Then as a guideline, is chosen to be to
span the constraint space effectively. Based on the normalized
angular frequency and , (68) changes to

(69)

where the frequency range of interest .
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