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Abstract In this paper, we focus on the various aspects related to synchronization in

wireless sensor networks, their features and how to increase the lifetime of the sensor and

network nodes. The focus is about clock synchronization, delay measurement in time

synchronization and fine grained network time synchronization. The recent advancements

in the sensor technology has led to the miniaturization of the sensors and its related

components, and similarly reduced the cost to a larger extent. This enabled an active rise in

the research of large scale networks of sensors. The synchronization of sensor nodes is

critical to its effective operation especially the time synchronization, for the data fusion,

duty cycling and so on. Most of the algorithms for synchronization that were proposed

recently do the same work. The server periodically sends a piece of information or message

that contains the current value of clock to the client. This happens in case of time syn-

chronization of the sensor nodes. The proper definition for sensor networks comes as

follows. It is a special type of ad-hoc network, in which the nodes, also referred to ass

wireless devices get together and the form a network without any need for underlying

infrastructure spontaneously. They can cooperate only by forwarding packets to each other

since there are no routers in an environment without any infrastructure. When the envi-

ronment is distributed in nature, then more complex is the scenario. But time synchro-

nization is an important component of such distributed environments. It aims to provide a

common time for the local clocks in their network (Sivrikaya and Yener in IEEE Netw

18(4):45–50, 2004). For applications of networking protocols, at any particular instant,

there should be a common view of the clock in the network.
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1 Introduction

Wireless sensor networks (WSNs) have received a huge attention and focus among the

emerging areas of the researches due to its application in wide areas like battle fields,

habitat monitoring, underwater and underground monitoring, mobile robots, etc. There can

be several environmental conditions which may make a sensor node to die and can also be

due to depletion of battery power. The basic composition of a WSN is motes which pose

only scarce resources like limited computational capabilities and memory features. The

first challenge in the implementation of WSNs is source location privacy [2]. The other

design challenge in designing a (WSN) is to maximize the network lifetime, since each

sensor node of the network is equipped with a limited power battery. To overcome this,

different methods were proposed like network protocols, data fusion algorithms using low

power, energy efficient routing, and locating optimal sink position. We focus on finding the

optimal sink position. To improve WSNs’ reliability, we should consider that a sensor

covers targets with users’ satisfied probability. To overcome this, introduce a failure

probability into the target coverage problem to improve and control the system reliability.

Energy savings optimization becomes one of the major concerns in WSN routing protocol

design, due to the fact that most sensor nodes are equipped with the limited non

rechargeable battery power. Using the principle of opportunistic routing theory, multi hop

relay decision to optimize the network energy efficiency can be made based on the dif-

ferences among sensor nodes, in terms of both their distance to sink and the residual energy

of each other.

A wireless sensor network comes under Chip based technology where storage, sensing,

computation, communication are all in a single chip. Furthermore, these nodes have to be

minimized in terms of size and increased in terms of battery life and node lifetime. There

are strict constraints on the battery and processing power, memory needed for program-

ming and the bandwidth available for usage. As of now, the advances in technology has

brought out improvements in manufacture of minimized and cheap nodes which are

capable to communicate wirelessly with other systems and also be able to sense and

perform computations on its own. The components of a sensor node [3] include transceiver,

micro controller, sensing unit, Analog to Digital converter (ADC) and most importantly a

battery and memory part. A transceiver is a unit which does the job of transmitting the

signals to other sensor nodes or the station controller and receiving the signals from other

devices which are transmitting signals that are useful for the operating sensor node. The

Micro controller unit is the master part which controls the entire operations of the node and

it operates at low frequency compared to traditional contemporary processing units. The

sensing unit is responsible for the gathering of information related to various environ-

mental aspects in which it is deployed like temperature, humidity, climatic changes, and

pressure variations and so on. The information gathered by the sensing unit will be in the

form of analog signals which needs to be converted into digital signals to be able to

transmit to other receiving nodes. This task is done by the ADC and the converted signals

are fed into the master unit of the node which is the micro controller. Then either
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continuously or at periodic times this information is transmitted by the transceiver based on

the control signals issued by the micro controller.

2 Synchronization Methods

The methods for synchronization are based on exchange of some form of messages among

the nodes of the network. There can be some characteristics in the underlying network such

as the propagation time and the channel access time that makes these synchronization

methods to be non-productive. The synchronization in our aspect works with timestamp

generation and encapsulate that timestamp as a packet and pass it to other nodes in the

network, so that others can check with the clock view of the nearby node. When one of the

nodes in the network generates a packet containing the timestamp, it is sent to the other

node for synchronization [4]. That packet which is indented for immediate transmission

will actually face a varying amount of delay till it reaches the receiver and is decoded by

the receiver node intended for the same. So this delay in receiving of the packet prevents

the receiver node from comparing exactly the local clocks of the nodes in the network and

be able to synchronize with the sender node of the network. There are four basic com-

ponents for the source of the error in the synchronization of the time in the network [5].

They are send time, access time, propagation time and the receive time. The send time

refers to the time which is spent by the sender to construct the message at the sender site.

This may cause interrupts and context switching overhead of the OS, and also the time

which is taken to transfer the message to the transmission network interface of the system.

The packets face some delay at the Medium Access Control (MAC) layer before they are

transmitted. The access time delay depends on the scheme used in MAC, waiting for the

channel to be free for transmission, and the TDMA slots. The propagation delay is the time

which is spent for the propagation of the packets of the message between the network

interface of the sender and the network interface of the receiver. The receive time refers to

the time which is spent for the interface of the receiver to receive it and transfer the same to

the host.

3 Necessity of Synchronization

The reason for addressing the problem of synchronization in the sensor networks

extends to some number [6, 7]. The first and the foremost reason is that the sensor

nodes need to organize in such a way that their operations are coordinated and col-

laborated to achieve a good performance sensing. The second reason is that the syn-

chronization can be used to achieve power saving of the nodes which will increase the

lifetime of the network. This is the case of sleep and awake characteristics of the sensor

nodes. The sensor nodes go to sleep mode when there is no work to perform. This

should be coordinated by the precise timing between the sensor nodes. The traditional

synchronization schemes will not be suitable for sensor networks because of the energy

issues and the complex nature of the sensor nodes. Those schemes will only work better

under the networked systems.
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4 Requirements of the Scheme

The metrics for synchronization schemes on the sensor nodes are presented by [1]. But

there is a need for trade-offs among the following requirements. One of the requirements is

energy efficiency. The synchronization schemes designed for the sensor nodes should

consider the energy resources which are limited in the nodes. The next comes the scala-

bility. The sensor nodes may be increased with the increase in requirements of the sensor

network. So the designed synchronization scheme should fit to consider the deployment of

any number of nodes in the network.

The other factor is precision or the accuracy [8], which may depend on the purpose of

the synchronization scheme. Then the next attribute is robustness of the scheme. Even if

there is a failure in one node, the remaining of the nodes should be able to function

effectively for the rest of the network and remain valid. The other requirement is related to

lifetime of the scheme. The synchronization time provided by the algorithm may last as

long as the operation of the network time. The next is the scope of the synchronization

scheme. The scheme may give a global base time or a local time for the spatially close

nodes. This should also provide a global synchronization. Then comes the cost and size of

the scheme. The sensor nodes are expensive and they are small in size. So we cannot attach

a large and expensive hardware on such a device. So the method should be developed with

these factors in consideration, so that it is with limited size and cost issues.

In the following section, we will focus on some of the proposals in the same nature by

the eminent researchers. After various proposals, some are considered to be proven for the

sensor networks.

5 Methods for Synchronization

5.1 Reference Broadcast (RBS)

The synchronization scheme proposed by Elson et al. [9] was Reference Broadcast

Scheme (RBS). Their idea was to use a third party for synchronization. In the mentioned

scheme, there is no need to synchronize the sender system with the receiver system.

Instead, the scheme is meant in synchronizing the set of receivers with one another, that is

receiver–receiver synchronization. The nodes are insisted in sending beacon signals to their

neighboring nodes. The reference beacon is sent with the intention not to include a

timestamp in it, but the time of arrival of the reference beacon is taken as a reference point

for the receiving nodes to compare the clocks.

The argument is that, by removing the nondeterminism of the sender from the critical

path, this scheme can achieve better precision than the other synchronization scheme. As

there is no effect of nondeterminism on the sender synchronization, the only possible

source of error is the receive time and propagation time nondeterminism.

5.2 Lightweight Tree-Based Synchronization

The scheme was proposed by Greunen and Rabaey [10]. This scheme is different from the

traditional schemes, where its intention is not to increase the accuracy, but to minimize the

synchronization complexity. The needed measure of synchronization is given as the

constraint and the aim is to develop an algorithm with minimum level of complexity to
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achieve the constrained precision. This scheme is sufficient to use as a lightweight synch

scheme in the sensor networks. This is proposed for multihop synchronization, based on

the pairwise synchronization. This requires nodes to be synchronized at a reference point

which can be considered as a sink node in the network. The first algorithm is a centralized

one, it needs the construction of spanning tree as a prior step. Then the synchronization is

pairwise, which is done along all the n - 1 edges. The reference node is taken to be the

root node of the tree. It has the responsibility to initiate resyncronization whenever it is

needed in the sensor network [11, 12].

The second algorithm performs a distributed type of network-wide synchronization. In

this case, each node decides by itself, the time for its synchronization. When a node say x,

needs to synchronize, then it sends a request for synch to all the reference nodes which are

close in the network. Then all the nodes in that path from node x to that reference node

needs to be synchronized, before the way x is synchronized. This type presents the

advantage that there is no need for frequent synchronization. This saves unnecessary

efforts taken by the sensor nodes to synchronize, since each node is given the opportunity

to decide its own synchronization point. The overall idea is to aggregate the synchro-

nization requests. If there is any request for synchronization, then the nodes check for any

pending request already available. If there is any one pending already, then it is aggregated

with the pending ones.

5.3 Timing-Sync Protocol

A network wide synchronization scheme for sensor network was proposed by Ganeriwal

[13] and that was called as timing synch protocol for sensor networks. This works in

two different phases. They are level discovery and synchronization. The first phase aims

in creating a leveled arrangement of nodes, which is in the form of a hierarchical

topology. There can be only one node at the level zero, which is given the position as

the root of the tree. In the subsequent phase, a particular node at level I synchronize

with a node in the previous level. There are two phases in the working of this protocol

[14]. The first phase is referred to as the level discovery phase. This step is done only

one at the time of deployment of the network. The foremost step in this phase is to find

a node to be considered as the root node in the network tree. This considered node can

even be a sink node in the network and it can even possess GPS receiver. If it is the

case, the node possesses a GPS receiver, and then the algorithm can be able to syn-

chronize all the nodes in the network to an external time in the physical world. In the

other case, the nodes in the network can periodically take over the functionality of the

root node.

The root node at level 0, takes the work of initiating the first phase, that is, the level

discovery phase [15]. It starts by sending a level discover packet. It contains the level of

the sensor node and its identity in the network. If this packet is being received by some

other node which is the neighbor of the root node, then it assigns itself at level 1, after

which it discards any further incoming such packets. Hence all nodes are assigned a

level. The next phase is the synchronization phase whose building block is the exchange

of messages between nodes. This involves sending of time_synch packets and the

propagation delay is considered to be constant in both directions.
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6 Clock Synchronization

The clock synchronization protocols can be evaluated based on cost, accuracy, complexity

and precision. The next part describes an existing clock synchronization protocols. The

requirements of the clock synch protocols [16] are as follows.

• Protocol must be able cope with unbounded latencies in message and unreliability in

network transmission.

• Each node should be able to estimate other node clock’s local time.

• Time should always be forwarded and not back warded, that is, the clock time should

gradually advance.

• It should not degrade system performance.

6.1 Remote Clock Reading Method

Clock synchronization is accomplished by exchange of messages. This allows one node to

estimate other node’s clock. Once the difference in time between the clocks is estimated,

then the clocks can be corrected accordingly. But this is not so easy with unbounded

message delays. This issue is handled by Remote Clock Reading method [17]. When one

process wants to estimate the time of a remote process, then it sends a time request and

waits for the response. If it receives the response, the sender of the request calculates the

round trip time of the packet. This response contains an estimate of the time on the remote

process. On this response, the sender process corrects the local time to the total of the

estimate and the half round trip time. This step can be done multiple times and its average

is taken in a non-deterministic message delay environment [18].

6.2 Challenges in Sensor Networks

In order to exploit the fullest potential of the sensor nodes, the limitations and technical

issues of the same has to be addressed. The synchronization protocols must address the

following features of the network [19].

• Limited energy

• Limited bandwidth

• Limited hardware

• Unstable network connections

• Tight coupling between sensors and physical world

6.3 Design Principles of Clock Synchronization

Due to the above limitations and peculiar features of WSN, the synchronization protocols

cannot be directly applied. The design considerations are [16]:

• Energy efficiency

• Infrastructure

• End-to-end latency

• Message loss and message delivery

• Network dynamics.
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 6.4 Application Dependent Features of Synchronization Protocols

Single-Hop Communication A sensor node can directly exchange messages with any other

sensor node in the network. Mostly, the network is large, hence impossible to communicate

directly.

Multi-Hop Communication The increase in network size leads to multi-hop commu-

nication. The sensors in one domain communicate with one in another domain via an

intermediate node that relates both domains.

Stationary Networks In this scenario, the sensors do not move. Once sensors are

deployed, the topology remains unchanged.

Mobile Networks In a mobile network, the sensors can move. The sensors within a scope

can only communicate with each other.

7 Conclusions

The sensor networks are widely applicable in a diverse set of applications. Even though

there are many issues and difficulties in building such networks, the main challenges are

clock synchronization and time synchronization.

In order for the physically distributed processors to have common concept of time,

clock synchronization is critical. Only by ensuring clock synchronization, we can ensure

time synchronization in the network. In this paper, we have addressed several critical

issues related to clock and time synchronization for the operation of the sensor networks.

The clocks need to be synchronized to an accurate real time standard not only with each

other, but also with the physical clock. There is a lack of analytical models for time

synchronization for multi-hop networks.
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