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a b s t r a c t 

Both network security and quality of service (QoS) consume computational resource of IT system and 

thus may evidently affect the application services. In the case of limited computational resource, it is 

important to model the mutual influence between network security and QoS, which can be concurrently 

optimized in order to provide a better performance under the available computational resource. In this 

paper, an evaluation model is accordingly presented to describe the mutual influence of network security 

and QoS, and then a multi-objective genetic algorithm NSGA-II is revised to optimize the multi-objective 

model. Using the intrinsic information from the target problem, a new crossover approach is designed to 

further enhance the optimization performance. Simulation results validate that our algorithm can find a 

set of Pareto-optimal security policies under different network workloads, which can be provided to the 

potential users as the differentiated security preferences. These obtained Pareto-optimal security policies 

not only meet the security requirement of the user, but also provide the optimal QoS under the available 

computational resource. 

© 2016 Published by Elsevier Ltd. 
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. Introduction 

Database systems are widely used in today’s computer system,

hich are adopted for storing and accessing data in various ap-

lication services ( Andres, Jose, Ernesto, & Alfredo, 2013; Hababeh,

halil, & Khreishah, 2015; Tang, Li, Jiang, & Chen, 2014 ). With the

xpansion of database application fields, the new applications not

nly need to maintain a large amount of shared data, but also keep

he data fresh for the transaction, such as data communications, e-

ommerce, and real-time simulation. For traditional database sys-

em, it is designed to process the permanent, stable data, and

aintain the integrity and consistency of data. Its performance tar-

ets mainly focus on the high throughput and the low cost of sys-

em. Whereas, a real-time database is designed to use the real-

ime processing, such that it can handle the workloads whose state

s constantly changing ( Laura, Jorge, & Viviana, 2005 ). 

With the widespread use of database systems, they are exposed

o more and more internal and external threats ( Al-Sayid & Ald-

aeen, 2013; Poolsappasit, Dewri, & Ray, 2012 ), as the data stored in

atabases always involve much sensitive information, such as per-

onal privacy, bank information and commercial secrets. More and

ore real-time services in database are required, which will highly
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mpact the quality of service (QoS). Real-time database system has

ecome the basis of enterprise information data platform, which is

sed to process the real-time transaction data for the e-commerce

ystem of the enterprise, to simulate and monitor the system per-

ormance for simulation system of the laboratory or to storage his-

orical data for data sharing platform and so on ( Laura et al., 2006 ).

ince the mutual influence between network security and QoS,

here is a growing interest to figure out their actual relationship

n database systems. For example, with the increasing use of the

eal-time network application services that contain sensitive infor-

ation, it is required to provide the adequate security service for

aintaining the users’ security and high QoS to satisfy the real-

ime requirements. 

In most cases, security and QoS are investigated independently.

n the improvement of QoS, over the past decades, a lot of re-

earch studies on the QoS of real-time database have been con-

ucted ( Amirijoo, Hansson, & Son, 2006; Kang, Oh, & Son, 2007a;

ang, Son, & Stankovic, 2004; Woochul, Son, & Stankovic, 2012 ).

raditional security mechanisms such as access control mecha-

isms ( Bertino & Sandhu, 2005; Parmar, 2014 ) and policy en-

orcement mechanisms ( Jabbour & Menasee, 2008; Jabbour &

enasee, 2009 ) are not sufficiently secure for database system,

s the anomaly detection mechanisms are required to protect

atabase system against the potential threats such as SQL injec-

ion and impersonation attacks ( Kamra & Bertino, 2009; Srivastava,

014 ). Thus, intrusion detection and prevention systems (IDPSs)

http://dx.doi.org/10.1016/j.eswa.2016.07.023
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Table 1 

The contributions of the references regarding the improvement of security and QoS. 

References Contributions Category 

Amirijoo et al., 2006; Kang et al., 2004 Feedback control has been applied to real-time database to maintain data 

freshness for the timeliness of transactions in dynamic workloads. 

the improvement of QoS 

Woochul et al., 2012 By controlling both I/O and CPU resources, the proposed approach supports 

both the timeliness of transactions and the high data freshness in real-time 

database. 

Bertino & Sandhu, 2005; Jabbour & 

Menasee, 2008; Jabbour & Menasee, 

2009; Parmar, 2014 

Their researches illustrate that the traditional security mechanisms such as 

access control mechanisms and policy enforcement mechanisms are not 

sufficiently secure for database system. 

the improvement of 

security 

Kamra & Bertino, 2009; Srivastava, 

2014 

The anomaly detection mechanisms are used to protect database system 

against the potential threats such as SQL injection and impersonation 

attacks. 

Darwish et al., 2013; Rao et al., 2014; 

Saad et al., 2012 

IDPSs have been extended to protect database system from malicious 

intrusions. 

Taneja et al., 2011 It illustrates that network security services in some application cases will 

consume resources and reduce the resource allocated to QoS. 

the relationship between 

network security and 

QoS 

Chen et al., 2009 The research shows the impact of security on QoS in communication network. 

Nieto & Lopez, 2014 A context-based parametric relationship model (CPRM) is provide to measure 

the security and QoS tradeoff in configurable environments. 

Alomari & Menasce, 2012 A single-objective optimization model based on the database platform is 

designed to optimize network security and QoS. 
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have been used to complement the traditional security model in

database system. IDPSs have been recently extended to protect

database system from malicious intrusions ( Darwish, Guirguis, &

Ghozlan, 2013; Rao, Singh, Amin, & Sahu, 2014; Saad, Mahdi, &

Zbakh, 2012 ). 

However, the database system needs the security service and

QoS simultaneously. Both network security and QoS consume com-

putational resource and thus may affect the performance of appli-

cation services. When high QoS is required, less available resources

are provided to network security service. On the other hand, net-

work security services are demanded to reach high level in some

application cases, which will consume more resources and may

greatly reduce the resource allocated to QoS ( Taneja, Raman, &

Gupta, 2011 ). Therefore, some researchers start to study the rela-

tionship between security and QoS in recent years ( Chen, Hu, Zeng,

& Zhang, 2009; Kashif, Madjid, Shi, & Sohail, 2013; Mostafa, Pal,

& Hurley, 2014; Nieto & Lopez, 2014 ). A single-objective optimiza-

tion model is designed in ( Alomari & Menasce, 2012 ) based on the

database platform, which uses intrusion detection system to guar-

antee the system security. A linear weighted method is used to

convert the security and QoS as the global utility, and then a tra-

ditional climbing algorithm is performed to find out the combina-

tion of IDPSs configuration with maximum global utility. However,

this linear relationship between security and QoS is not studied in

detail and the users cannot simply select the IDPSs configuration

according to either security or QoS. The main contributions of the

above mentioned algorithms are clearly listed in Table 1. 

Depending on the nature of the applications, their security re-

quirements for the same user may be different. For example, trad-

ing online always needs high security requirements while watching

video in internet only requires low security configuration. More-

over, different security requirements even for one application may

be demanded by different users. For example, when users ac-

cess a database, high security strength is asked for the user with

root privilege while low security strength is provided for the user

with visitor privilege. Due to the need of differentiated security,

database system has to provide a set of optimal security solu-

tions, which can satisfy the request of different security strength

and maintain high QoS. Without any further information, these op-

timal solutions integrating the requirements of security and QoS

are termed Pareto-optimal solutions ( Bayon, Grau, Ruiz, & Suarez,

2012; Wang, Li, Yen, & Song, 2014 ), which indicate that no any

other solution is better than them in both QoS and security. By
his way, the database system has to find the representatives of

areto-optimal solutions, which can be served as the available so-

utions for various requirements. Such that, users can select one

areto-optimal solution to configure security mechanisms based on

heir preferences. However, even with the optimal settings of secu-

ity and QoS in database system, real-time monitoring the required

ecurity and QoS parameters is a tremendous pressure for the sys-

em administrator who has lots of other work to monitor the per-

ormance parameters and run the optimal approach manually in

 dynamic environment ( Alomari & Menasce, 2012 ). To solve the

forementioned problem, autonomic system is a promising tech-

ique, as it is capable of self-management by self-configuring, self-

ptimizing, self-protecting and self-healing with feedback loops

 Menasce & Kephart, 2007 ). Inspired by the autonomic computer

ystem ( Bennani & Menasce, 2005 ) designed by queuing networks

odels ( Kleinrock, 1975; Menasce, 2004 ), it is also able to provide

n automatic configuration for both security and QoS in database

ystem. 

Therefore, in this paper, an autonomic model for real-time

atabase system is designed, which is aimed at optimizing QoS

nd security by dynamically changing the security configurations

ccording to the requests from users. It is noted that, although

he key indicators of QoS includes delay (the response time), jit-

er and packet loss rate, this paper mainly considers the relation-

hip of the response time and network security in order to sim-

lify the multi-objective model. The main reason to select the re-

ponse time as the quantitative evaluation of QoS is mainly based

n the facts that, relatively high response time is generally re-

uired in some application systems with real-time databases, such

s maintenance management and expert systems. Moreover, the

xtra delays can also be easily captured by the uses and greatly af-

ect the user experience when they use some resource-constrained

erminals, such as networking terminals and handheld devices. Af-

er that, a classical multi-objective genetic algorithm (NSGA-II) is

evised to get the Pareto-optimal sets of our model, as NSGA-II

as demonstrated the effectiveness in solving many practical engi-

eering problems ( Martins, Carrano, Wanner, Takahashi, & Mateus,

011; Metaxiotis & Liagkouras, 2012; Rubio-Largo, Vega-Rodriguez,

omez-Pulido, & Sanchez-Peerez, 2012; Sengupta, Das, Nasir, Vasi-

akos, & Pedryc, 2012; Shaygan, Alimohammadi, Mansourian, & Go-

ara, 2014 ). These Pareto-optimal solutions obtained by autonomic

ontroller with NSGA-II can guarantee the security and the delay

f the service within an acceptable range. Users can select one of
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areto-optimal solutions according to their specific requirement or

 default value will be automatically assigned based on the differ-

nt request roles. The default value can refer to the historical data

rom the application system or the data from the training exper-

ments. To clearly show the contributions of this paper, they are

isted as follows: 

(1) Different from the single-objective model to summarize the

network security and QoS using a linear weighted method,

our proposed approach adopts a multi-objective optimiza-

tion model to simultaneously optimize the network security

and QoS. This is the first attempt to build a multi-objective

optimization model for optimizing the network security and

QoS of databases. More available Pareto-optimal solutions

considering the network security and QoS are provided and

thus the users can select their preferences on either security

or QoS. 

(2) A classical multi-objective genetic algorithm (NSGA-II)

( Deb, Pratap, Agarwal, & Meyarivan, 2002 ) is revised to op-

timize the proposed multi-objective model and obtain the

Pareto-optimal set for the network security and QoS, which

performs better and more efficiently than the climbing al-

gorithm in ( Alomari & Menasce, 2012 ). By this way, the

database system can quickly respond to the tremendous re-

quests for various users. 

(3) By exploiting the intrinsic information from the proposed

multi-objective model, a novel crossover approach is de-

signed in the revised NSGA-II, which performs information

exchange on each role. The experimental results validate

that it is effective to strength the convergence speed and

find the optimal solutions more rapidly. 

At last, the performance of the revised NSGA-II is evaluated us-

ng the proposed multi-objective model to optimize the network

ecurity and QoS. Simulation results demonstrate that the revised

SGA-II performs better than the original NSGA-II with one-point

nd two-point crossover operators, and the obtained optimal set

s able to approach the entire Pareto-optimal front under different

orkloads. 

In the remainder of this paper, the multi-objective evaluation

odel and the quantitative functions for security and QoS are pro-

ided in Section 2 . In Section 3 , the details of controller architec-

ure are introduced. Section 4 presents the details of the revised

SGA-II. At last, Section 5 gives the experimental results and the

onclusions are outlined in Section 6. 

. Security and QoS evaluation model 

.1. Application environment 

Usually, IDPSs can identify possible incidents, log information

bout them, attempt to block them and report them. Several re-

ponse techniques are adopted in IDPSs, which involve attack stop-

ing, firewall reconfiguring and attack content changing. IDPSs al-

ow legal users and behaviors to access the system. Currently, there

re two main detection techniques of IDPSs: statistical anomaly-

ased IDPS and signature-based IDPS. A statistical anomaly-based

DPS determines the normal network activity and alerts user when

nomalous traffic is detected, while signature-based IDPS monitors

ackets in the network with pre-configured and pre-determined

ttack patterns known as signatures. The disadvantage of the for-

er technique is false positives while the latter one is false nega-

ives. False positives and false negatives have significant impact on

he system accuracy, and thus have gained much attention when

eploying IDPSs. Security mechanisms in IDPSs are often applied

o specific attack types, whereas the applications in database are
ubject to a variety of attack types. Therefore, it is preferred to use

 mix of IDPSs for enhancing the overall security strength. How-

ver, little research work focuses on how to raise the overall secu-

ity strength by using a combination of different security mecha-

isms. On the other hand, increasing security strength also needs

o pay more attention to the impact of IDPS mechanisms on sys-

em’s QoS requirements, as IDPS mechanisms may evidently de-

rease QoS performance when they provide very high security ser-

ice. Especially, when a mix of IDPSs is used that may consume

oo much computational resources, it induces a negative impact on

ystem’s QoS performance. 

In our model, a mix of IDPSs is combined to protect the security

f network application system, in which an integration of different

nd diverse mechanisms can provide higher security strength. In

he typical setup, IDPSs locate between the web client and the ap-

lication server, where IDPSs evaluate the requests from users be-

ore they are allowed to access the application server. Due to the

ifferent rules of IDPSs, the response time of different IDPSs for

ealing with the same request is different. Therefore, the overall

esponse time of the system depends on the workload intensity,

he combination of the used security mechanisms and the over-

ead associated with each mechanism. 

Data classification is utilized to deal with the huge amount of

ata in production environment. Due to the large number of users,

t is impractical to create an access profile for each user. Therefore,

he system would classify the users into roles, and define roles and

heir expected behaviors. The rule of role classification can be set

y system administrator or modified when the system condition is

hanged. Also, it is required to classify the attack categories. This

lassification is performed based on the scenario, in which the at-

acks exist and the user is possible to be affected by such attacks.

hen, the effectiveness of security mechanisms from IDPSs is de-

ned for each attack category and the overhead is associated with

ach mechanism. In our environment, the number of used IDPSs

nd their detection rate are adopted to represent the effectiveness

f mechanisms. 

Fig. 1 shows an enterprise application environment for the eval-

ation model of security and QoS, in which the application server

epresents servers in a real-time database system. IDPSs are de-

loyed at the outside edge of database system, which inspect all

he incoming data from outside of the database system. The in-

oming requests from the terminals are classified into different

oles, such as the system control commands sent by administra-

ors, the analyzing data sent by employees, and the storing data

ent by users. The system administrators send the control com-

ands to the system, which require both high security and low

elay in order to maintain the system’s stability. The employees of

nterprises achieve the historical data from real-time database in

rder to simulate and optimize the system, which pay more atten-

ion to security when compared to the time efficiency. The require-

ents of security and delay can be low when the users upload the

les that can be shared with everyone. The controller is placed be-

ween the web client and the network application server, which is

sed to evaluate the requests and send them to IDPSs. Controller

s run at a specific time interval in order to obtain the arrival rates

f different roles, to identify the possible combination of IDPSs, to

ompute the security strength and response time for the current

onfiguration using the proposed evaluation model, and to recom-

end the optimal solution that depends on user preference. After

he execution of controller, the security policy will be configured

epending on the selected profile. 

.2. Notation and definition 

IDPSs are served as security mechanisms in this paper. Let N

epresent the number of security mechanisms. The number of roles
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Fig. 1. Enterprise application environment with real-time database. 
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and the number of attack categories are denoted by R and A . Let

a r,j be the attack likelihood of attack j to role r, d i,j be the detection

rate of attack j by security mechanism i , and o i be the overhead for

mechanism i . 

The controller policy ρr represents the assignment of se-

curity mechanisms for role r , which is represented by ρr =
( ε r, 1 , ε r, 2 , ..., ε r,N ) . It is noted that ɛ r, i set to 1 indicates that se-

curity mechanism i is employed for role r and otherwise ɛ r, i is set

to 0. The overall system policy is then represented by the vector

ρ = ( ρ1 , ρ2 , ..., ρR ) . 

2.3. Quantitative function 

The controller optimizes the evaluation functions of security

and the response time ( Alomari & Menasce, 2012 ), which express

the performance of security strength and QoS. It is preferred to

get the optimal results that the response time is as fast as pos-

sible while security strength is as strong as possible. Obviously,

the above two objectives contradict with each other, as the higher

security level will consume more computational resources and

resultantly lengthen the response time. Considering the security

strength, it is highly depending on the number of used IDPSs and

their detection rates. The security strength is increased when more

combinations of IDPSs are used to provide security services. The

security function should satisfy the conditions that the overall se-

curity strength is at least greater than the maximum value of the

used detection rate in the policy and it can be increased when ad-

ditional mechanisms are further adopted. Thus, exponential aver-

aging is employed here to compute the security strength for ob-

taining a more stable model. Therefore, the security strength for

role r can be computed by 

 

s 
r ( 

−→ ρr ) = 

A ∑ 

j=1 

a r, j ( ln 

N ∑ 

i =1 

e d i, j ×10 × ε r,i ) / 10 (1)

The total security utility can be represented as the weighted

sum of all roles, as follows. 

 

s 
total ( 

−→ ρ ) = 

∑ 

∀ r 
� 

s 
r U 

S 
r ( 

−→ ρr ) (2)

where � 

s 
r is a weight factor of role r . 

The average response time of IDPSs system for role r consists

of the response time of IDPSs with T idps and network applications

with T nas , which is obtained by 

T r = T idps + T nas (3)

o  
The total response time is the weighted sum of the response

ime utility for all roles and can be expressed by 

 total = 

∑ 

∀ r 
� 

t 
r T r (4)

here � 

t 
r is a weight factor of role r . 

The queuing networks (QN) model ( Menasce, 2004 ) is adopted

ere to compute the QoS value for the policy. The requests from

sers are evaluated by the controller and then sent to IDPSs and

he network application services. The IDPS mechanisms can work

oncurrently. However, the network application services must wait

or the finish of IDPSs before it can work. The fork and join

 Alomari & Menasce, 2013b ) queues under open queuing networks

odel are adopted as the security mechanisms model. 

Fig. 2 shows a network application system with fork and join

N model. The IDPSs are modeled as fork and join sub-networks,

nd the application server model is used with the performance

odel ( Menasce, 2004 ). Requests from users are replicated and

erviced in parallel on different queues, in which different service

imes are needed for different queues. The execution of the request

rom role consists of the controller evaluation and IDPSs execution

hat is driven by policy and network application services. 

Suppose that the network application system in Fig. 2 is com-

osed by N devices. The service demand law ( Menasce, 2004 )

tates that the utilization of device j by role r is 

 j,r = λr × o j,r (5)

here λr is the arrival rate for role r and o j, r is the overhead of

equests of role r at device j . The total utilization of device j is 

 j = 

∑ R 

r=1 
U j,r (6)

here R is the number of devices. Since the maximum value

f total utilization is 100%, the value of U j must be not larger

han 1. Then, according to the arrival theorem and Little’s Law

 Menasce, 2004 ), the average response time of network application

ystem for the request of role r can be represented as 

 nas = 

∑ N 

j=1 

o j,r 

1 − U j 

(7)

An approximation technique ( Alomari & Menasce, 2013a ) is

dopted here to compute the average response time for fork and

oin queues with heterogeneous parallel servers in open queu-

ng networks. Before performing the approximation, the security

echanisms are sorted by the rule: 

 1 ,r × ε 1 ,r ≥ o 2 ,r × ε 2 ,r ≥ ... ≥ o i,r × ε i,r (8)
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Fig. 2. Fork & Join queues QN model. 

Fig. 3. Controller architecture. 
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here o i, r is the service demand of requests of role r at mecha-

ism i , and ɛ i, r is set to 0 when security mechanism i is not used

or role r . Otherwise, ɛ i, r is set to 1. Then, the average response

ime for role r with N heterogeneous parallel servers is 

 idps = 

∑ N 

i =1 

1 

i 
× o i,r 

1 − U i 

(9) 

here U i is the utilization of mechanism i by the requests of all

oles. The total utilization of mechanisms is computed as 

 i = 

∑ R 

r=1 
λr × o i,r × ε r,i (10) 

. Controller architecture 

The controller searches the combinations of security policies to

btain the optimal solutions that simultaneously satisfy the secu-

ity and QoS requirements from users. The complexity of the op-

imization problem depends on the space of all combinations of

ecurity mechanisms. For each role, different combinations of se-

urity mechanisms can be used. Therefore, the searching space is

qual to 2 R ∗N , where R is the total number of roles and N is the to-

al number of security mechanisms. The autonomic controller dy-

amically changes the policies according to the variety of requests

rom users. Fig. 3 shows the architecture of controller system that

ubjects to IDPSs. The controller is composed by three main parts:

ata analyzer, evaluation module and optimization module. The

utonomic controller is run at regular interval, which is called con-

rol interval to optimize the results of security and response time

unctions. 
The data analyzer obtains the workload intensity (rate of all

ole requests) λr of current system in control interval. Request rate

r of role r and security policy ρ from possible combinations of

ecurity policies are regarded as the input parameters for the eval-

ation module. The performance evaluation module uses the QN

odel to evaluate the response time according to the current pol-

cy. The output of performance evaluation module (response time)

nd security evaluation module (security strength) are treated as

he input parameters for optimization module. 

Due to the tremendous combinations of security mechanisms,

t is impractical to find all optimal configurations with exhaustive

earch. Therefore, a state-of-the-art multi-objective genetic algo-

ithm (NSGA-II) is revised in order to find a set of approximated

ptimal configurations, as it has been widely used to solve many

ractical engineering problems ( Huang, Buckley, & Kechadi, 2010;

onay et al., 2013 ). The advantages of NSGA-II include a fast non-

ominated sorting ( Deb et al., 2002 ) that has less computational

omplexity, and elitism mechanism to prevent the loss of good

olutions found in the evolutionary search. Thus, NSGA-II is re-

ised in order to find the Pareto-optimal set of our proposed model

hat can well balance the security and QoS requirements. The de-

ailed description of the revised NSGA-II is given in Section 4 . After

hat, according to the user preference on the security requirement

r the delay requirement, the controller selects one configuration

rom the Pareto-optimal set and then drives IDPSs to reconfigure

he policies. Once the requests are detected, they will be sent to

he application servers. 

. The revised NSGA-II algorithm 

.1. Optimal evaluation 

To find out the Pareto-optimal solutions for security and QoS,

he controller performs the revised NSGA-II at the beginning of

ach interval. At first, Eqs. (2) and (4) are used to compute the to-

al estimated values of security and QoS, which are regarded as the

wo objective values in NSGA-II. The systemic parameters of NSGA-

I, such as the population size, the generation times, the proba-

ilities of crossover and mutation, are all pre-defined by system

dministrator. After the execution of revised NSGA-II, an approx-

mated Pareto-optimal set is obtained with N solutions, in which

ll the solutions are optimal when considering both of security

nd QoS. Controller can select one from the approximated Pareto-

ptimal set depending on the user’s security or QoS preference. To

etter understand the multi-objective optimization model, the def-

nition of Pareto-optimality is given ( Lin et al., 2016 ), where f 1 ( x )

nd f 2 ( x ) are the objective values of security and QoS. 

efinition 1 (Pareto-dominance) . A decision variable vector x is

aid to dominate another decision variable vector y (noted as x �y )

f and only if 

(∀ i ∈ { 1 , 2 } : f i (x ) ≤ f i (y )) ∧ (∃ j ∈ { 1 , 2 } : f j (x ) < f j (y )) (11)
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Fig. 4. Illustration of an individual representation. 
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Fig. 5. The flowchart of revised NSGA-II. 
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Definition 2 (Pareto-optimal) . A solution x is said to be Pareto-

optimal if and only if 

¬∃ y ∈ � : y � x (12)

Definition 3 (Pareto-optimal set) . The set PS includes all the

Pareto-optimal solutions, as defined by 

P S = { x |¬∃ y ∈ � : y � x } (13)

Definition 4 (Pareto-optimal front) . The set PF includes the value

of all the objective functions corresponding to the Pareto-optimal

solutions in PS . 

P F = { F (x ) = ( f 1 (x ) , f 2 (x )) T | x ∈ P S} (14)

In order to tackle the optimization problem driven from the

evaluation model, the individual (solution) used in NSGA-II is

represented by the binary codes, indicating that which security

mechanisms are adopted in IDPSs. It can be represented by p i =
{ x 1 , 1 , x 1 , 2 , ..., x 1 ,m 

, ..., x r, 1 , x r, 2 , ..., x r,m 

} , where r is the total number

of roles and m is the total number of security mechanisms. Each

dimension of individual x i, j is an integer that is set to 0 or 1, in

which x i, j = 1 means the role i uses security mechanism j while

x i, j = 0 indicates the role i doesn’t run security mechanism j . Fig. 4

gives an example about the representation of an individual, where

two roles are detected by three IDPSs. p i = { 1 , 0 , 1 , 1 , 1 , 1 } indi-

cates that the first role uses the first and the third IDPS, while the

second role uses all the three IDPSs. A set of individuals compose

the population, which is represented by P = { p 1 , p 2 , ..., p N } ( N is

the number of individuals). 

4.2. The details of revised NSGA-II 

The details of revised NSGA-II are presented as follows. Due to

the difficulty of the optimization problem in our model, the classi-

cal NSGA-II is accordingly revised in order to better solve it. Fig. 5

shows the flowchart of revised NSGA-II, which includes the main

components such as initialization, selection, crossover, mutation

and archive. After the termination condition (i.e., the maximal gen-

erations MAX_Gen ) is satisfied, the final population is exported as

the approximated Pareto-optimal set. In the following subsections,

the main components of our revised NSGA-II are respectively in-

troduced. 

4.2.1. Initialization 

In this component, an initial population P = { p 1 , p 2 , ..., p N } with

size N is randomly created and then the fitness values for each in-

dividual p i ( i = 1 , 2 , ..., N) including the security strength and re-

sponse time are calculated. After that, the non-domination sorting
pproach ( Deb et al., 2002 ) is performed on population P to fig-

re out all the non-dominated fronts, where the first front means

he non-dominated solutions in P while the second front is found

o be non-dominated when deleting the solutions of the first front

rom P . By this way, the subsequent fronts can be found until all

he solutions in P are marked with a front number. In our model,

f the security strength of p i is higher than that of p j while the re-

ponse time of p i is less than that of p j , it is said that p i dominates

 j ( i, j ∈ [1, N ]). For each individual in population P , the smaller

ront number indicates the better non-domination relationship. To

learly show the initialization procedure, the pseudo-code of ini-

ialization is given in Fig. 6. 

.2.2. Selection 

In this procedure, N s individuals are selected to compose an

volutionary population Q . Two individuals are randomly picked up

rom the parent population P , and then the one with smaller front

umber enters into Q as it has the better convergence in domi-

ation sense . If they have the same front number, one individual

ill be randomly selected. This step continues until the number

f individuals in Q is equal to N s . The pseudo-code of selection is

escribed in Fig. 7. 

.2.3. Crossover and mutation 

Traditionally, in binary code representation, one-point

rossover and two-point crossover operators are two mostly

sed crossover operators in genetic algorithms. Assume that

he two selected parents for crossover operator are repre-

ented by p 1 = { p 1 
1 , 1 

, p 1 
1 , 2 

, ..., p 1 
1 ,m 

, ..., p 1 
r, 1 

, p 1 
r, 2 

, ..., p 1 r,m 

} and

p 2 = { p 2 1 , 1 , p 
2 
1 , 2 , ..., p 

2 
1 ,m 

, ..., p 2 r, 1 , p 
2 
r, 2 , ..., p 

2 
r,m 

} . A crossover prob-

bility p c in [0, 1] decides the execution of crossover operator on

 

1 and p 2 . When performing the one-point crossover operator,

n integer η is generated randomly in [1, ( r × m )], where r is

he total number of roles and m is the total number of security

echanisms. Then, for the role i with j security mechanisms ( i

 [1, r ]and j ∈ [1, m ]) in p 1 and p 2 , if the value of ( i × j ) is

reater than η, the values of p 1 
i, j 

and p 2 
i, j 

will be swapped and

esultantly two new child individuals q 1 and q 2 are obtained. An

xample with r = 3 , m = 3 , η = 4 for operating one-point crossover
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Algorithm 1: Initialization

1 for i = 1 to N
2 generate an individual ip randomly
3 evaluate the fitness values of ip
4 add ip to the population P
5 end for
6 sort P with the non-domination sorting approach

Fig. 6. The pseudo-code of initialization. 

Algorithm 2: Selection
1 for i = 1 to sN
2 picked up two individuals from population P randomly
3 if their front numbers are the same
4 add one of them to the population Q randomly
5 else
6 add the one with smaller front number to the population Q
7 end if
8 end for

Fig. 7. The pseudo-code of selection. 

Fig. 8. Illustration of one-point crossover. 

Fig. 9. Illustration of two-point crossover. 
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s illustrated in Fig. 8 , where the genes marked with bold font are

xchanged. 

When executing two-point crossover operator, two distinct ran-

om integers η1 and η2 are produced in [1, ( r × m )] and let η1 

 η2 by swapping their values. Then, for the role i with j secu-

ity mechanisms ( i ∈ [1, r ]and j ∈ [1, m ]) in p 1 and p 2 , if the

alue of ( i × j ) is not greater than η1 and not smaller than η2 ,

he values of p 1 
i, j 

and p 2 
i, j 

will be swapped and resultantly two

ew child individuals q 1 and q 2 are obtained. An example with

 = 3 , m = 3 , η1 = 6 , η2 = 4 for operating two-point crossover is il-

ustrated in Fig. 9 , in which the genes identified with bold font are

witched. 

However, the traditional one-point and two-point crossover op-

rators are not well suitable for solving our proposed model as

hey don’t fully exploit the prior knowledge in our model. As in-

roduced above, one individual is built by mapping one combina-

ion of security mechanisms. Thus, the combinations of security

echanisms for each request role are independent. A role-based

rossover operator is designed to exchange the combination of se-

urity mechanism according to the request roles. When execut-

ng our proposed crossover operator, for each role r , an integer
r is sampled randomly in [1, m ], which indicates that the role

 is selected to exchange beginning from its ηr security mecha-

ism. Therefore, for the role r with j security mechanisms ( j ∈ [1,

 ]) in p 1 and p 2 , if the value of j is not less than ηr , the values

f p 1 
r, j 

and p 2 
r, j 

will be exchanged and resultantly two new child

ndividuals q 1 and q 2 are obtained. An example with r = 3 , m =
 , η1 = 2 , η2 = 1 , η3 = 3 for running our role-based crossover is il-

ustrated in Fig. 10 , in which the genes identified with bold font

re swapped. 

After that, the bitwise mutation is adopted in mutation , where

 mutation probability p m 

controls the execution of mutation. For

ach child q = { q 1 , 1 , q 1 , 2 , ..., q 1 ,m 

, ..., q r, 1 , q r, 2 , ..., q r,m 

} produced by

rossover operator, a random integer η is generated in [1, ( r × m )],

nd then the ηth variable of q will be changed. For example, if its

alue is 1, it will be changed to 0 after mutation. 

.2.4. Archive 

The archive procedure determines the evolved population

or the next generation, which preserves the individuals with

maller front numbers as they usually have better convergence.

n archive , the original population P , the offspring popula-
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Fig. 10. Illustration of role-based crossover. 

Fig. 11. The pseudo-code of the revised NSGA-II. 
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tion Q’ that is produced by crossover and mutation and the

random population Q’’ , are combined to form a union popula-

tion F . A random population Q’’ has M diverse individuals ran-

domly generated . Each diverse individual as represented by d =
{ d 1 , 1 , d 1 , 2 , ..., d 1 ,m 

, ..., d r, 1 , d r, 2 , ..., d r,m 

} ( r is the total number of

roles and m is the total number of security mechanisms) is ran-

domly generated as follows. 

d i, j = 

{
0 if rand < μ

1 otherwise 
(15)

where μ is a predefined real value in [0, 1] and rand is a uni-

formly random real number in [0, 1]. For each individual of pop-

ulation F , their objective values in QoS and security are calculated

and then the fast non-dominated sorting approach is performed on

population F to get the front numbers for each solution. Then, P is

set as an empty set, and the individuals with the first front num-

ber are selected to the next generation population P . If the size of

P is less than N , the individuals with second front number will be

chosen. By this way, the individuals with smaller front numbers

will be gradually selected into P until the size of P is equal to N .

It is noted that only parts of individuals in the last front will be

chosen in order to let P exactly have N individuals. 

4.2.5. The complete algorithm 

The above subsections have introduced the procedures of ini-

tialization, selection, crossover, mutation and archive, which com-

pose the main components of revised NSGA-II. The pseudo-code of

the complete algorithm is described in Fig. 11 . After initialization ,

the original population P is created and the generation time Gen
s set to 1. Then, the loop of evolutionary progress is repeated un-

il the generation time Gen reaches the maximum times MAX_Gen .

uring the evolutionary progress, selection as described in Algo-

ithm 1 is performed first and population Q is obtained. From the

eginning of the first individuals in population Q , two neighbor-

ng individuals in population Q are performed by crossover , and

re replaced by their two child individuals. Then, these new child

ndividuals in population Q execute mutation and form the child

opulation Q’ . Finally, archive is performed and the new evolved

opulation P is obtained. The generation time Gen is increased by

 and the above evolutionary loop will be terminated when Gen

eaches MAX_Gen . At the end of algorithm, the non-dominated so-

utions in the external archive are exported as the final result. 

. Experimental results 

.1. Experimental setting 

In this section, the experiments are conducted to verify the va-

idity of the controller system. The proposed NSGA-II algorithm

nd the greedy hill climbing algorithm are implemented using

 ++ language in VC ++ 6.0 platform. Their source codes are all

un on an Inter(R) Core(TM) i5-3230 M CPU machine, 2.6 GHz, 4GB

emory with Windows 7 operating system. In our experiments,

e run the optimal approach with two size problems: one with 3

ifferent request roles and 8 different IDPSs, and the other with

 different request roles and 10 different IDPSs. Detection rates of

DPS and the likelihood of attack for roles can be estimated us-

ng the suitable data and historical information. For NSGA-II, the

rossover probability is 0.9 while the mutation probability is 1/ n ,
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Table 2 

Role parameter. 

Parameter Role 1 Role 2 Role 3 
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here n is the number of the binary string length. The evolu-

ion population size N is 100, the size M of random population

’ ’ is 20, the archive size N s is 80, and the maximal generation

ime MAX_Gen is 500. The weight values for each role are shown

n Table 2 which can be set by administrator depending on actual

onditions. The final solution results are obtained by picking out

ll the non-dominated solutions. 

.2. Performance metric 

To evaluate the performance of NSGA-II algorithm, the inverted

enerational distance ( IGD ) ( Li & Zhang, 2009; Zhu et al., 2016 ) is

dopted. Assume that the approximated set obtained by the re-

ised NSGA-II algorithm is S , while the true Pareto-optimal set is

 , which is found by the exhaustive searching approach. For exam-

le, in Section 5.4 , it takes almost 3 h to obtain the exact values of

 using the exhaustive search. The IGD result can be obtained, as

alculated by 

GD (S, P ) = 

∑ 

x ∈ P dis (x, S) 

| P | (16)

here dis ( x, S ) represents the nearest Euclidean distance from so-

ution x in P to the solutions of S , while | P | indicates the number

f solutions in P . Assuming that m = ( m 1 , m 2 ,…, m i ) and n = ( n 1 ,

 2 ,…, n i ) are two points in the i -dimensional space, the Euclidean

istance dis ( m,n ) between m to n is given as follows. 

is (m, n ) = 

√ 

( m 1 − n 1 ) 
2 + ( m 2 − n 2 ) 

2 + ... + ( m i − n i ) 
2 

(17)

In our paper, the security and response time of a solution are

epresented by a two-dimensional point. 

Generally, a lower value of the IGD metric indicates that the

btained set S is closer to the true Pareto-optimal set P and more

niformly distributed along the true Pareto-optimal front. 

.3. The advantages of multi-objective model 

The revised NSGA-II algorithm is run at 3 different re-

uest rates. These three different request rates λ1 = {6,8,11},

2 = {12,15,13} and λ3 = {6,5,4} respectively represent the general,

igh and low workloads. The three values in request rate sets λ
epresent the request rates of three different roles. Therefore, the

xperimental studies can effectively investigate the practical per-

ormance of NSGA-II algorithm in different request rates. 

In ( Alomari & Menasce, 2012 ), the network security and QoS

re aggregated into a global utility of system using a linear weight-

ng method and then a classical greedy hill climbing algorithm is

dopted to search the optimal solution with the maximum global

tility. However, this approach can’t give a set of Pareto-optimal

olutions and it is difficult to select the weight vectors to deter-

ine the relative importance of security and QoS. Our proposed

ulti-objective model can well solve the above problems and the

ses may determine their preferences either on security or QoS. To

llustrate the advantage of our multi-objective model, the proposed

pproach in ( Alomari, F. & Menasce, 2012 ) is operated by 50,0 0 0

imes at three different request rates sets λ1 , λ2 and λ3 . Tables 3

nd 4 give the optimal solutions obtained by the single-objective

odel using different weight value sets with request rates sets
1 , and λ3 at different problem size, where different weight vec-

ors are used to determine the importance of security and QoS,

uch as ϖ1 = {0.2,0.8}, ϖ2 = {0.3,0.7}, ϖ3 = {0.4,0.6}, ϖ4 = {0.5,0.5},

5 = {0.6,0.4}, ϖ6 = {0.7,0.3} and ϖ7 = {0.8,0.2}. As observed from

ables 3 and 4 , the single-objective model can only obtain an op-

imal solution under different weight vectors. Generally, with the

mportance of security in weight vector is increased, the optimal

alue of security strength is also enhanced. Another shortcoming

s that the single-objective model may obtain the same optimal re-

ult even using different weight vectors, such as ( ϖ3 , ϖ4 ) and ( ϖ5 ,

6 , ϖ7 ) in Table 3 , ( ϖ1 , ϖ2 ) and ( ϖ3 , ϖ4 ) in Table 4 . Moreover, the

ingle-objective model cannot solve the problem at request rates

ets λ3 as it is easy to find a solution that makes the utilization U i 

f IDPS i larger than 1 at the high workload. However, this case is

ot applicable in practical use. 

Fig. 12 (a) and (b) illustrate the comparison results between our

ulti-objective model using the revised NSGA-II that use role-

ased crossover operator and the single-objective model ( Alomari

 Menasce, 2012 ) using the hill climbing algorithm (Hill climbing)

ith 8 IDPSs and the request rates sets λ1 and λ3 . As observed

n Fig. 12 (a) and (b), the hill climbing algorithm only finds sev-

ral optimal solutions, while our revised NSGA-II can explore much

ore available optimal solutions. The solutions obtained by single-

bjective model at different weight value sets are the same with or

ominated by that found in our model. Fig. 12 (c) and (d) further il-

ustrate the comparison results with 10 IDPSs and the request rates

ets λ1 and λ3. These results are similar with that in Fig. 12 (a) and

b). These experimental results validate that our multi-objective

odel is more effective than the single-objective model. 

Table 5 shows the execution times for the compared algorithms

nder 3 request rates sets λ1 , λ2 and λ3 , which are the average

alues of 30 execution times. About 1.4 s is required to run the

SGA-II algorithms, while the hill climbing search seems much

aster. However, the hill climbing algorithm can only find one sub-

ptimal solution; whereas, the NSGA-II algorithms can find more

han 60 combinations of sub-optimal solutions, which can meet

he different requirements of the users regarding the security and

oS. Generally, the workload of system or the roles under user re-

uests do not change a lot in a short time, so that the proposed

ptimization approach only runs periodically at a regular time in-

erval. The execution times of our NSGA-II will not present nega-

ive effect to the system. 

.4. The comparison of our revised NSGA-II with original NSGA-II 

To study the enhancement of role-based crossover operator, our

evised NSGA-II is further compared with the original NSGA-II al-

orithm with one-point and two-point crossover approaches un-

er the same parameter settings. All the compared algorithms are

un by 30 times with 8 IDPSs and 10 IDPSs at three different re-

uest rates sets λ1 , λ2 and λ3 . Fig. 13 shows the evolutionary

urves of IGD with 8 IDPSs and three different request rates sets

1 , λ2 and λ3 using the three NSGA-II algorithms, in which NSGA-

I, NSGA-1 and NSGA-2 respectively represent the revised NSGA-II

ith role-based crossover operator, the original NSGA-II with one-

oint crossover and two-point crossover operators. In all cases of

orkload, it is clearly observed that the IGD results of our re-

ised NSGA-II reduce faster and the trend of evolution is smoother,

hich indicate that our revised NSGA-II has faster convergence

peed than the original one. Especially, in low or general work-

oads, the advantage of our approach is more evident. 

Fig. 14 illustrates the Pareto-optimal sets obtained by the

hree compared algorithms with 8IDPSs and three different re-

uest rates sets λ1 , λ2 and λ3 , where NSGA-II, NSGA-1 and

SGA-2 respectively represent the revised NSGA-II with role-based

rossover operator, the original NSGA-II with one-point crossover



20 X. Zhao et al. / Expert Systems With Applications 64 (2016) 11–23 

Fig. 12. Comparison results with 8 IDPSs at (a) λ1 (b) λ3 and with 10 IDPSs at (c) λ1 (d) λ3 . 

(a) (b) (c)

Fig. 13. Evolutionary curves with 8 IDPSs and (a) λ1 , (b) λ2 and (c) λ3 . 

(a) (b) (c)

Fig. 14. Final Results with 8 IDPSs and (a) λ1 , (b) λ2 and (c) λ3 . 

Downloaded from http://iranpaper.ir



X. Zhao et al. / Expert Systems With Applications 64 (2016) 11–23 21 

Table 3 

Results with different weight value sets for 3 roles and 8 IDPSs. 

ϖ1 ϖ2 ϖ3 ϖ4 

security delay security delay security delay security delay 

λ1 0.739041 0.213123 0.797296 0.233339 0.84 886 8 0.266636 0.84 886 8 0.266636 

λ3 0.819526 0.286701 0.860096 0.312148 0.860096 0.312148 0.860096 0.312148 

ϖ5 ϖ6 ϖ7 

security delay security delay security delay 

λ1 0.857626 0.271037 0.857626 0.271037 0.857626 0.271037 

λ3 0.860096 0.312148 0.873403 0.31732 0.873403 0.31732 

Table 4 

Results with different weight value sets for 3 roles and 10 IDPSs. 

ϖ1 ϖ2 ϖ3 ϖ4 

security delay security delay security delay security delay 

λ1 0.829517 0.257505 0.829517 0.257505 0.847137 0.264368 0.847137 0.264368 

λ3 0.757392 0.250306 0.757392 0.250306 0.757392 0.250306 0.757392 0.250306 

ϖ5 ϖ6 ϖ7 

security delay security delay security delay 

λ1 0.862688 0.26812 0.862688 0.26812 0.862688 0.26812 

λ3 0.859674 0.334973 0.889605 0.33126 0.889605 0.33126 

(a) (b) (c)

Fig. 15. Evolutionary curves with 10 IDPSs and (a) λ1 , (b) λ2 and (c) λ3 . 

Table 5 

The execution times for different algorithms 

(seconds). 

λ1 λ2 λ3 

NSGA-II 1 .42 1 .312 1 .504 

Hill climbing 0 .073 0 .065 0 .075 
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Table 6 

The p -values of Wilcoxon’s rank sum test for NSGA-1, NSGA-2 vs 

NSGA-II. 

NSGA-1 vs NSGA-II NSGA-2 vs NSGA-II 

8 IDPSs with λ1 9.94E-03 5.79E-04 

8 IDPSs with λ2 2.78E-11 8.40E-03 

8 IDPSs with λ3 4.42E-06 3.26E-07 

10 IDPSs with λ1 3.50E-06 8.40E-03 

10 IDPSs with λ2 8.82E-01 7.35E-01 

10 IDPSs with λ3 1.44E-04 2.80E-03 
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nd two-point crossover operators. Based on the observation from

ig. 14 (a)–(c), the solutions obtained by our NSGA-II almost dom-

nate those achieved by the original NGSA-II with two traditional

rossover operators. At low or general workload, our approach can

nd the better solutions in low security scenario; whereas, at high

orkload, our approach illustrates the similar performance with

SGA-1 and NSGA-2. This is reasonable as it is easy to find the

areto-optimal solutions at high workload as the number of avail-

ble combinations of IDPSs is greatly reduced. Therefore, NSGA-

 and NSGA-2 perform very similarly with our approach at high

orkload. Moreover, with the increase of total requests, the IGD

esults will be enlarged, which means it is more difficult to find

ll the true Pareto-optimal solutions and the total response time is

lso lengthened. 

Regarding the experiments with 10 IDPSs, Fig. 15 shows the

volutionary curves of IGD with 10 IDPSs and three different re-

uest rates sets λ1 , λ2 and λ3 using the three NSGA-II algorithms.

imilar to the IGD results with 8 IDPSs, our revised NSGA-II also

erforms significantly better, especially in low workloads. Fig. 16
lso shows the Pareto-optimal sets obtained by NSGA-II, NSGA-1

nd NSGA-2 with 10 IDPSs and three different request rates sets

1 , λ2 and λ3 . Also, at low or general workload, our approach can

nd the better solutions in low security scenario; whereas, at high

orkload, our approach illustrates the similar performance with

SGA-1 and NSGA-2. 

We run the Wilcoxon’s rank sum test for the sets of IGD ob-

ained by NSGA-II, NSGA-1 and NSGA-2, at two IDPSs sizes and

hree request rates sets λ1 , λ2 and λ3 . The size of each set of IGD

s 30. Generally, when the p -value of Wilcoxon’s rank sum test for

wo sets of data is less than 0.05, the two data sets are not statis-

ically similar. All the p -values are collected in Table 6 . Except 10

DPSs and request rates sets λ2 , other p -values from the Wilcoxon’s

ank sum test are far less than 0.05. This also can be observed from

ig. 16 (b) that the IGD results for all three algorithms are very sim-

lar at 10 IDPSs and request rates sets λ2 . This is reasonable as it

s easy to find the Pareto-optimal solutions at high workload. 
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(a) (b) (c)

Fig. 16. Final Results with 10 IDPSs and (a) λ1 , (b) λ2 and (c) λ3 . 
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Fig. 17. The boxplots of IGD sets of three compared algorithms with 8 IDPSs at (a) λ1 , (b) λ2, (c) λ3 and 10 IDPSs at (a) λ1 , (b) λ2 , (c) λ3 . 
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Fig. 17 (a)–(f) further illustrate the boxplots of IGD sets obtained

by the three compared algorithms at three different request rates

sets and two IDPSs sizes. The size of each set of IGD is 30. As we

can see, at all cases of workload and IDPSs size, the median values

of our NSGA-II in boxplot are less than that of NSGA-1 and NSGA-

2. Especially, in low workloads, the advantage of our approach is

more evident. 

6 Conclusions 

In this paper, an autonomic multi-objective optimization model

is proposed, which can integrate both security and QoS under the

available computational resource. In order to optimize the pro-

posed multi-objective model, a multi-objective genetic algorithm

NSGA-II is revised to obtain the Pareto-optimal solutions, in which

a novel role-based crossover approach is designed. As the secu-

rity requirements for different roles are independent, the proposed

role-based crossover approach also performs information exchange

for each role independently. Simulation results demonstrate that

the revised NSGA-II performs better than the original NSGA-II with

traditional crossover operators, and the obtained optimal set is

able to approach the entire Pareto-optimal front under different

workloads. These obtained Pareto-optimal security policies solu-

tions not only can meet the different security requirement of the

user, but also provide the optimal QoS. 
In our future work, other objectives will be further considered

n our multi-objective optimization model. For example, in cloud-

omputing environment, where the computational resources can

e easily increased under demand, it still needs to balance the se-

urity and QoS as the users need to pay for the extra computa-

ional resources. The accounting for the computational resources

an be one more potential objective in this application scenario.

oreover, other superior nature-inspired optimization algorithms

re also investigated to optimize our proposed model. 
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