
Applied Energy 187 (2017) 50–61
Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier .com/ locate/apenergy
Blackout prediction in interconnected electric energy systems
considering generation re-dispatch and energy curtailment
http://dx.doi.org/10.1016/j.apenergy.2016.11.040
0306-2619/� 2016 Published by Elsevier Ltd.

⇑ Corresponding author.
E-mail addresses: s.kamali@ee.kntu.ac.ir (S. Kamali), amraee@kntu.ac.ir

(T. Amraee).
Sadegh Kamali, Turaj Amraee ⇑
Department of Electrical Engineering, K.N. Toosi University of Technology, Tehran, Iran

h i g h l i g h t s

� Proposing a new approach for predicting and mitigating blackout in power systems.
� Proposing an optimization model to split a power system into isolated islands.
� Developing a blackout predictor using the information gain of input impedance data.
� Splitting an unstable electric energy system with minimum energy curtailment.
a r t i c l e i n f o

Article history:
Received 4 July 2016
Received in revised form 21 October 2016
Accepted 13 November 2016

Keywords:
Blackout
Islanding
Prediction
Data mining
Load curtailment
Generation re-dispatch
a b s t r a c t

Blackouts or cascading outages are costly events that threaten the integrity of electric energy systems
around the world. Controlled splitting is executed as the last countermeasure to reduce the undesired
economic and social consequences of a blackout. In this paper, a new two-stage scheme is proposed to
predict the risk of a blackout in electric energy systems. In the first stage, the boundaries of electric
islands are determined using a Mixed Integer Non-Linear Programming model that minimizes the cost
of generation re-dispatch and load curtailment. In the second step, a data-mining technique is perfected
to predict the risk of electrical separation of an electric island from the rest of the network. Each predictor
is trained based on the phasor-measurement data taken at the synchronous generator terminals. Using a
wide-area measurement system, the required phasor measurements are gathered and processed in the
Energy Management System. Various scenarios, including the island and non-island conditions, are gen-
erated and then utilized by the decision-tree classification technique to predict the risk of a blackout. The
proposed algorithm is simulated over the IEEE 39-bus test system to demonstrate its performance in
online applications.

� 2016 Published by Elsevier Ltd.
1. Introduction

1.1. Background and literature review

Energy security is defined as the reliable and uninterrupted
supply of energy that is sufficient to meet the needs of the econ-
omy, and is at the same time, reasonably priced [1]. Based on this
definition, four dimensions of energy security including physical,
economic, social, and environmental aspects are defined. In a
blackout, as a physical disruption, the electric energy production
is stopped temporarily [1]. The supply disruption of an energy
source causes damage, and the economic system of a country
incurs costs in terms of Gross Domestic Product (GDP) loss [1,2].
The critical infrastructures are directly and interdependently
impacted by major power outages. The main undesired conse-
quences of a power outage include traffic paralysis, communica-
tion interruption, social disorder, financial and stock-market
interruptions, industrial safety issues and damages, government
and health-sector issues, water supply and transportation issues,
manufacturing concerns, food distribution, etc. [3]. As an example,
after the 2003 US and Canada blackout, 61,800 MW of power was
lost for up to two days. The total impact on US workers, consumers,
and taxpayers was a loss of approximately $6.4 billion directly due
to the effects of electric power [4].

Because of economic reasons, electric energy systems are
operated near their stable boundaries. Under heavy-load condi-
tions, a severe contingency (i.e., a simultaneous outage of two or
more important equipment), may initiate cascading outages and
the power system may lose a large amount of equipment. This
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Nomenclature

CRij correlation ratio between machines i and j
d rotor angle of machine
Z impedance
qþ
i ;q

�
i cost of increasing and decreasing power generation at

ith node
DP�

Gi
incremental generation re-dispatch

DPþ
Gi

decremental generation re-dispatch
DPLi load curtailment at ith load point
ki cost of load curtailment at ith node
Ng number of generation units
Nl number of load points
N number of nodes
Nis number of electric islands
Xg set of generation units
Xd set of load points
Xl set of transmission lines
P0
Gi initial active power generation at ith node

P0
Li initial consumption at ith node

Uij connecting check binary variable
Vi voltage magnitude of bus i

h voltage angle of bus i
Y admittance matrix
mk arbitrary column in Yk
nk dimension of square matrix Yk

jZ1j impedance sample after fault occurrence
jZ2j impedance sample before fault clearing
jZ3j impedance sample after fault clearing
jZw

1 j jZ1j for West island
jZs

1j jZ1j for South island
jZN

1 j jZ1j for North island
FðCn;DjÞ frequency of data with negative class
Dj set of training input data at node j
FðCp;DjÞ frequency of data with positive class
EAðDÞ entropy of attribute A over D
QGi reactive power generation at ith node
QLi reactive power load at ith node
Pij the active power flow across line ij
Hi inertia time constant of ith machine
xCOI center of Inertia speed
dCOI center of Inertia rotor angle
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situation is a cascading failure, and it may expose the power sys-
tem to a partial or complete blackout.

This paper focuses on the prediction and mitigation of black-
outs, which are key challenges in every energy-management sys-
tem. The mitigation of a blackout depends on the use of
preventive or corrective measures. Preventive measures are con-
sidered in power-system expansion planning, and include installa-
tion of adequate power plants and transmission circuits.
Preventive measures are long-term solutions for blackout mitiga-
tion. Different long-term strategies can be implemented to reduce
the risk of blackouts, such as integration of distributed generators
at load centers [5], demand side management using autonomous
polygeneration [6], strategic application of microgrids [7], intelli-
gent multiagent system theories [8], optimal design and operation
of distributed energy systems [9,10] and transmission networks
[11]. The roles of distributed generators and autonomous micro-
grids (MGs) in increasing the stability, reliability, and economy of
electric energy systems have been discussed in [12–14]. Energy
Management Systems (EMSs) have corrective measures for black-
out mitigation. Among these measures, the last resort is the inten-
tional splitting of an interconnected power system into stable
isolated electric islands. During a cascading failure or blackout, a
group of generating units or power plants tends to be electrically
separated from the rest of the network. This condition is called
uncontrolled islanding and it may cause a blackout due to which
many load centers and generation units will be lost. Controlled
splitting or islanding is the last corrective measure to avert this
cascading failure and reduce the extent of a blackout. Controlled
islanding refers to splitting an interconnected power system into
a number of stable independent islands at suitable times and
proper locations [15]. To have an efficient controlled islanding,
the blackout must be predicted before experiencing a critical tran-
sition. In each controlled islanding strategy, two different issues:
‘‘where to split?” and ‘‘when to split?” must be considered. Many
approaches have been presented to address the ‘‘where to split”
issue of a large power system following a widespread contingency.
For the ‘‘where to split” issue, the proper points of splitting are
found using the coherency coefficients of synchronous generators
or through combinations of optimization techniques and graph-
theory methods [16–21]. For the ‘‘when to split” issue, the blackout
is predicted using suitable measurements [22–24]. In [22], the time
of controlled islanding (i.e., ‘‘when to island”) is predicted by a
decision tree (DT) using phasor measurements. In [23], a DT-
assisted scheme has been presented to determine the timing of
controlled islanding in real time using phasor measurements. In
[24], the security boundaries are determined by the rules of DTs
that are developed from the generated knowledge bases. The pre-
vious proposed schemes for the ‘‘where to split” aspect act based
on the graph theory, without considering the cost of generation
re-dispatch or load curtailment. Furthermore, the simultaneous
modeling of ‘‘where to split” and ‘‘when to split” aspects have
not been considered in literature. The intention of this paper is
to consider both aspects sequentially. The former issue is consid-
ered using a Mixed Integer Non-Linear Programming (MINLP)
model and the latter issue is implemented using the DT technique.
The DT technique predicts the blackout using the impedance mea-
surements at generator terminals.
1.2. Contributions

This paper presents a new two-stage algorithm to predict the
risk of a blackout in interconnected power systems. In the first
stage, the boundaries of electric islands (i.e., the splitting points)
are determined using an MINLP formulation to reduce the cost of
generation re-dispatch and load curtailment. The proposed MINLP
formulation is an efficient alternative for the graph-based meth-
ods. In the second stage, a DT classifier is trained for blackout pre-
diction in each electric island. The proposed classifier predicts the
blackouts using the information gained from the input phasor
measurements. In other words, the proposed scheme acts as a
wide-area blackout predictor that predicts the electric separation
of each island from the rest of the network.
1.3. Paper organization

This paper is organized as follows: In Section 2, a simple cascad-
ing outage (i.e., blackout) is simulated for a typical two-area test
grid. In Section 3, the formulation of the proposed MINLP-based
splitting strategy and the fundamentals of the DT classifier are



Fig. 2. Rotor-angle trajectories of generators following an SC fault.
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described. In Section 4, simulation results are discussed. Finally,
Section 5 presents the conclusions of this paper.

2. Uncontrolled islanding and blackout

Cascading failure refers to a sequence of dependent outages,
which may cause a large blackout in integrated power systems
[15]. A key to blackout mitigation is to predict the system response
and identify correct remedial actions. Different remedial actions or
system protection schemes (SPSs) can be used for blackout mitiga-
tion [25]. Loss of synchronism or out-of-step tripping, and line
outages are the initial symptoms of this costly event. Actually,
the blackout happens when a severe fault in the power system
causes one or more groups of coherent generators to be out-of-
step. These events will continue until the blackout has spread to
a large part of the network. For better clarification of the blackout
phenomenon, a two-area test system (as shown in Fig. 1) is used
[26].

The system is exposed to a delayed three-phase short-circuit
(SC) fault at t = 1 s at the middle of the transmission line 7–8. This
SC fault is cleared at t = 1.3 s by line tripping. As shown in Fig. 2,
following this initial contingency, the generators 1 and 2 (i.e. G1
and G2) remain coherent (i.e., having consistent rotor-angle trajec-
tories) and are electrically separated from the rest of the network
(i.e., become out-of-step) at t = 2.6 s. As shown in this figure, a
blackout in this situation is inevitable because of the electrical sep-
aration of the coherent groups. Controlled islanding is the final
remedial action to prevent the blackout in this situation. However,
to design an efficient controlled-splitting strategy, the time of the
blackout must be predicted. Blackouts can be predicted using
event-based or response-based strategies. In an event-based strat-
egy, power-system islanding is detected using the out-of-step
monitoring of synchronous generators. In the response-based
strategy, the measurements of the system response are processed
by analytic or data-mining techniques for blackout prediction. Fur-
thermore, the utilized algorithm must predict the unplanned
islanding before the activation of out-of-step relays. The result of
this prediction is used to trigger the controlled islanding strategy
(i.e., the ‘‘when to island” issue is determined).

3. Proposed prediction strategy

In this section, the proposed strategy for islanding prediction is
presented. The overall structure of the prediction method is shown
in Fig. 3. As shown in this figure, the proposed method has two dis-
tinct parts: (a) offline construction of the blackout-prediction mod-
ule, and (b) online application. Details of the proposed approach
are described in steps 1–7.
Fig. 1. Single-line diagram o
3.1. Step 1 and step 2

Based on the power-system topology and operational condi-
tions, the synchronous generators are classified into several elec-
tric coherent groups. In the first step, the coherent generators are
determined using the slow coherency technique. To determine
the coherent generators, the correlation coefficients between the
rotor angles of all pairs of generators are calculated. The correlation
ratio between two vectors of rotor angles is utilized as the coher-
ency criteria. The correlation coefficient between two machines
is calculated as follows [27]:
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n
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The second important step is to recognize the boundaries of
islands and to minimize the real power imbalance in each island
when coherent generators are placed in the same group. This step
may support the stability of each island. The boundaries of electric
islands are determined using an MINLP formulation. The objective
function of the MINLP-based splitting strategy minimizes the cost
of generation re-dispatch and load curtailment as follows:

min Cost ¼
XNg

i¼1

qþ
i :DP

þ
Gi
þ
XNg

i¼1

q�
i :DP

�
Gi
þ
XNl

i¼1

ki:DPLi ð2Þ
f two-area test system.



Fig. 4. Required impedances as the input samples for DT.
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Fig. 3. Overall structure of islanding prediction algorithm.

Fig. 5. Equivalent of coherent generators in islanding scheme.

S. Kamali, T. Amraee / Applied Energy 187 (2017) 50–61 53
It is noted that the cost of load curtailment is much more than
the cost of generation re-dispatch. This issue will be considered in
the simulation results. The set of constraints in the MINLP-based
islanding strategy are defined as follows.

3.1.1. Power-balance constraint
The active and reactive power-balance constraints at each node

of each island are expressed via the AC load-flow equations as
follows:

½P0
Gi þ DPþ

Gi � DP�
Gi � ðP0

Li � DPLiÞ�Uij ¼ Vi

XN
n¼1

VkYin cos ðdi � dk � hinÞ

ð3Þ

½QGi � QLi�Uij ¼ Vi

XN
n¼1

VkYin sin ðdi � dn � hinÞ

i ¼ 1; . . . ;N and j ¼ 1; . . . ;Nis
Table 1
List of input scenarios.

Fault type 3-Phase short circuit followed by a single li

Fault occurring time at t = 0.1 s
Fault clearing time Changing from 120 ms to

400 ms in steps of 20 ms
Total number of scenarios 544
3.1.2. Operational constraints
The limits of the transmission lines, the upper and lower limits

of generation re-dispatch, and the upper limit of load curtailment
are expressed as follows:

Sij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2

ij þ Q2
ij

q� �
6 Smax

ij 8ij 2 Xl ð5Þ

�Sij 6 Smax
ij 8ij 2 Xl ð6Þ

0 6 DPþ
Gi 6 DPþmax

Gi 8i 2 Xg ð7Þ

0 6 DP�
Gi 6 DP�max

Gi 8i 2 Xg ð8Þ

0 6 DPLi 6 DPmax
Li

8i 2 Xg ð9Þ

Q min
Gi 6 QGi 6 Q max

Gi 8i 2 Xg ð10Þ

V min
i 6 V i 6 V max

i 8i 2 Xd ð11Þ
ne outage 3-Phase short circuit followed by double line outages

First fault at t = 0.10 s and the second fault at t = 0.11 s
First fault: cl1 = 120 ms to 500 ms
Second fault: cl2 = cl1 + 50 ms
512



Fig. 6. Classification rule for the test grid with three islands.

Fig. 7. Typical biclass DT.

Table 3
Generation re-dispatch and load curtailment of all nodes.

Bus no Generation re-dispatch and load curtailment

DPþ
G (MW) DP�

G (MW) DPD (MW)

30 0 146.5 0
31 214.32 0 0
33 0 67.86 0
Other nodes 0 0 0

Total change (MW) 214.32 214.36 0

Total cost ($/h) 32148.315 12,068 0

Table 2
Coherent generators in IEEE 39-bus test system.

Island Coherent generators

North Island 30, 37, 38
West Island 31, 32, 39
South Island 33, 34, 35, 36
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3.1.3. Grouping constraint
Based on this constraint, each load point belongs to only one

island.

XNis

j¼1

Uij ¼ 1 for i ¼ 1;2; . . . ;Nl ð12Þ
Fig. 8. Conceptual zones le
If the ith load bus belongs to the jth island, the binary variable
Uij will be equal to 1 (i.e., Uij ¼ 1Þ.
arned by decision tree.
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3.1.4. Connectivity constraint
Based on this constraint, there is a path between every pair of

nodes in each island. The graph of each island is connected if
every node in the graph (e.g., node mk) is reachable from every
other node in that graph. The connectivity of each island is
formulated as a linear constraint as follows:

Y�1
k ði;mkÞ–0 8i 2 nk ð13Þ
3.2. Step 3

Nowadays, practical out-of-step relays detect the loss of syn-
chronism by monitoring the rate of change of equivalent impe-
dance observed at the generator’s terminal. In out-of-step relays,
the way-in and way-out blinders measure the time variation of
impedance (i.e. DZ=Dt) to distinguish between out-of-step and
other conditions. Therefore, in this paper, the equivalent impe-
dances observed at the generators’ terminals are utilized to predict
the blackout. The proposed scheme acts as a wide-area out-of-step
predictor. However, unlike the local out-of-step relays, the pro-
posed wide-area out-of-step predictor is used to detect the out-
of-step conditions between electric islands. Many input scenarios,
including island and non-island conditions, are simulated and are
used as the input data for the DT construction. All credible N � 1
(i.e., outage of a single equipment) and N � 2 (i.e., simultaneous
outages of two equipment) contingencies are considered. Details
of the input scenarios are given in Table 1.
3.3. Step 4

The magnitudes of equivalent impedances seen at the genera-
tors’ terminals at specified instants are used as the input features.
Three different samples of the equivalent impedances at fault-
occurring and clearing times (i.e., |Z1| to |Z3| as shown in Fig. 4)
are used as DT attributes (i.e., input features for DT training). These
impedances are expressed as per-unit (i.e. pu) values. The out-of-
step tripping in power systems is an important symptom of an
imminent blackout. Based on the slow coherency method, the set
of electric islands are determined. For each electric island, a speci-
fic DT is trained. Each DT uses all measured impedances from all
generators. The DT algorithm determines the critical zones or
thresholds of |Z1| to |Z3|. For each input scenario, these samples
are recorded and are used as inputs for the next step.

3.4. Step 5

In this step, the input features of the training samples are
defined based on the coherency approach. The coherent generators
can be approximated as parallel generators by neglecting the bus-
voltage angle differences [28]. The main advantage of coherency-
based islanding is that the resultant grouping of generators does
not depend significantly on the initial conditions, size of distur-
bance, or generator-model detail [16]. As shown in Fig. 5, to reduce
the number of decision variables, the measured impedances of the
coherent generators in each island are paralleled, and the DT is
constructed offline. Therefore, the online action of the proposed



Fig. 10. Final constructed DTs obtained for each island (a) South Island, (b) North
Island, (c) West Island.

Table 4
The comparison between the proposed MINLP method and method proposed in [32].

Utilized
method

Number of splitting lines Number
of Islands

Total power
imbalance (MW)

Proposed
method

5 (1–39, 3–4, 3–18, 27–17,
14–15)

3 428.68

Method
proposed
in [32]

8 (1–2, 4–5, 12–13, 13–10,
15–16, 17–18, 25–26, 17–16)

4 933
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scheme will be fast and the computational burden of the method is
reduced significantly. For a given input scenario (i.e., simulation
event), three samples of the equivalent impedance are recorded
for each generator bus. This results in a DT with a simple structure.

3.5. Step 6

In this step, the output features of the training samples (i.e., the
target class of input samples) are defined. The target class of each
input sample is defined as Island or Non-Island. For each island, to
determine the final state of any input scenario, the rotor angle and
speed at the center of inertia (COI) reference are used. The COI
speed and angle are calculated for each island as follows [26]:

dCOI ¼

Xn
i¼1

Hidi

Xn
i¼1

Hi

ð14Þ

xCOI ¼ ddCOI
dt

ð15Þ

The target class of each island is assigned using the following
classification rule. For a multi-island network, when one island is
about to be electrically separated from the rest of network, its tar-
get class becomes Island while the target class of the rest of the
network is Non-Island. This rule has been illustrated in Fig. 6 for
the IEEE 39-bus test system with three coherent groups or islands.
As shown in Fig. 6, the target class of Area2 is Island and the target
class of Area1 is Non-Island.

3.6. Step 7

A classification problem is a prediction task in which the classi-
fier is constructed based on a set of input–output samples, consid-
ering the efficient attributes of a system. Prediction is done easily
by DT and the threshold of the attribute with the highest informa-
tion gain is then extracted for classification. The typical structure of
a DT is illustrated in Fig. 7.

The prediction rule is extracted using a series of if–then rules
from the root node toward the leaf node. Each leaf node (as the
final node) contains the target class that is the end point of the pre-
diction procedure. Different algorithms can be used for the DT con-
struction. In this paper, C4.5 is utilized to train DTs based on the
concept of information entropy [29]. Entropy is defined as follows
[29]:

EðDjÞ ¼ � FðCn;DjÞ
jDjj � Ln

FðCn;DjÞ
jDjj

� �

� FðCp;DjÞ
jDjj � Ln

FðCp;DjÞ
jDjj

� � ð16Þ

where jDjj is the number of samples in Dj. For a biclass problem, it is
assumed that each node has two child nodes, including the Yes and
No outgoing branches. To find the most important attribute at each
node, the entropy of all attributes over the input data must be com-
puted as follows:

EAðjÞ ¼ � jDNO
j;A j

jDjj � EðDNO
j;A Þ �

jDYes
j;A j

jDjj � EðDYes
j;A Þ ð17Þ

where jDNO
j;A j is the number of samples located in branch NO consid-

ering the attribute A, jDYes
j;A j is the number of samples located at node

j in branch YES considering the attribute A. After calculating the
entropy of each attribute at a given node, the gain of classification
using the attribute A is computed as follows:

GAðjÞ ¼ EðDjÞ � EAðjÞ ð18Þ



Fig. 11a. Conceptual blinders or zones obtained for South Island.

Fig. 11b. Conceptual blinders or zones obtained for North Island.

Fig. 11c. Conceptual blinders or zones obtained for West Island.
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In this paper, the gain ratio is used as the performance criteria.
The gain ratio is introduced as follows:

GRAðjÞ ¼ GAðjÞ
SEAðjÞ ð19Þ

where

SEAðjÞ ¼ � jDNO
j;A j

jDjj � Ln
jDNO

j;A j
jDjj

 !
� jDYes

j;A j
jDjj � Ln

jDYes
j;A j

jDjj

 !
ð20Þ

At each decision node, the attribute with the highest gain ratio
is selected as the decision criterion at that node. This process must
be repeated for all decision nodes.

The final step in the offline mode is the creation of the DT based
on the input–output data sampled from predefined simulation sce-
narios. After assigning the labels for each input scenario and sam-
pling the required impedances, these data are used to train and test
the DT-based classifier. For the IEEE 39-bus test system, three dif-
ferent islands are assumed. Therefore, three DTs are constructed.
Each pair of input–output samples is defined as follows:

ðInput...OutputÞi ¼ jZ1
1jijZ1

2jijZ1
3ji; . . . ; jZNis

1 jijZNis
2 jijZNis

3 ji..
.
Ibiti

� �
i ¼ 1; . . . ;Ns

As shown in Fig. 8, the DT classifier learns the thresholds of
these impedances as conceptual operating zones in the R–X plane.

4. Simulation results

In this section, the proposed algorithm is applied to the IEEE 39-
bus 10-machine test system. The static and dynamic data of this
case study can be found in [30]. Transient stability simulations
are done using DIgSILENT software on a PC with Intel Corei5
3.2 GHz CPU and 4 GB RAM. All synchronous machines were
equipped with IEEE DC1 excitation systems and a standard gover-
nor. The simulation results are presented in four parts. In the first
part, the details of the input scenarios are presented. In the second
part, the coherent generators of the test system are determined.
The final extracted DTs for blackout prediction are presented in
the third part, and the performance of the proposed algorithm is
investigated for an unseen contingency in the fourth part.

4.1. Scenario construction

A comprehensive list of input scenarios was created for the DT
training. Different factors such as duration and location of SC faults
were considered while creating the input scenarios. In this study,
1056 input scenarios were defined based on Table 1. For each input
scenario, a 15-s transient stability simulation was carried out. As
shown in Table 1, each three-phase SC is followed by a single or
double-line outage. The fault duration was changed from 100 ms
to 400 ms in steps of 20 ms. In case of a three-phase SC with
double-line outage, it was assumed that two consequent SC faults
occurred at t = 0.1 s and t = 0.12 s; they were cleared after t = cl1 s
and t = cl2 s, respectively.

Based on the pairwise correlation coefficients, the coherent gen-
erators were determined as presented in Table 2. For each coherent
group of generators, an electric island was formed. Therefore, three
different islands named W (West), S (South), and N (North) were
defined. The boundaries of these islands were determined using
the proposed MINLP formulation, which was solved using the
CPLEX algorithm. The costs of generation re-dispatch and load cur-
tailment were assumed as qþ

i ¼ 150 $
MWh ;q

�
i ¼ 50 $

MWh and

ki ¼ 1500 $
MWh [31]. The cost of generation decrement is an

opportunity cost. In this paper, the cost of energy curtailment is



Table 5
The comparison between the proposed predictor and method proposed in [22].

Actual class Proposed method Rotor angle method [22]

Classified as non-Island Classified as Island Classified as non-Island Classified as Island

Island (216) 12 204 63 153
Non-island (840) 831 9 745 95
Total misclassified 21 (12 + 9) 158 (63 + 95)
Accuracy of classification (%) 98.011% 85.038%

Fig. 12. (a) Variation of rotor angles w.r.t generator 1 following an SC fault at bus 16. (b) Variation of rotor speeds w.r.t generator 1 following an SC fault at bus 16.

Fig. 13. Impedance variation in R–X plane following an SC fault at bus 16.
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assumed 10 times the cost of generation increment. The obtained
boundary for each island and the required generation re-dispatch
and load curtailment are given in Table 3 and Fig. 9. Based on
Table 3, due to the high penalties for load curtailment, the splitting
strategy was executed using generation re-dispatch. In other
words, the interconnected power system was divided into three
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Fig. 14. (a) DT prediction following the SC fault at bus 16 using impedance data and (b) DT prediction following the SC fault at bus 16 using rotor-angle data.

Fig. 15. Trajectories of rotor angles w.r.t generator 1 when the South Island is separated from the rest of the network at t = 0.54 s.
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different islands, with 214.32 MW and 214.36 MW generation re-
dispatch in increasing and decreasing directions, respectively (i.e.
without any load curtailment). It was noted that, in case of a black-
out (i.e., without executing the proposed scheme), a total load of
6254.2 MW (i.e., total base-case load) was be lost. In other words,
without executing the proposed method a complete power outage
is occurred and the base-case load of the network (i.e. 6254.2 MW)
is lost. The cost of this load curtailment was about 9,381,300 $/h
(i.e., 6254.2 MW ⁄ 1500 $/MWh). A detailed comparison between
the proposed MINLP algorithm and the proposed method in [32],
is given in Table 4. According to Table 4, the number of splitting
lines and the total power imbalance are decreased significantly
using the proposed MINLP method. The required measurements
were provided by Phasor Measurement Units (PMUs) at the gener-
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ator terminals. These data were then transmitted to a Phasor Data
Concentrator or EMS to decide the execution of the islanding strat-
egy. The splitting lines were equipped with relays to send the trip-
ping signals for the circuit breakers.

4.2. Final constructed DTs

After generating the input samples, the DTs were constructed
and were used to find the critical thresholds of the attributes
(i.e., |Z1| to |Z3|). In practice, based on Fig. 9, the required impe-
dances were measured by PMUs. The DTs predicted the final states
of islanding before experiencing a critical transition. It was noted
that each electric island had its own DT to make an independent
decision (i.e., each DT predicted the final state of its island).
Figs. 10and 11 show the final constructed DTs and the conceptual
operating zones of each DT. It can be seen that |Z1 |and |Z2| (i.e.,
impedances measured right after the fault occurrence and before
fault clearance) have more information gain for blackout predic-
tion. In addition, the obtained out-of-step zones by each DT are
depicted in Fig. 11. For example, Fig. 11a shows that if the |Z1w| fol-
lowing a disturbance is lesser than 0.7621 pu and greater than
0.4793 pu and |Z1s| is greater than 0.2162 pu, the related target
class will be Island (i.e., IBit = 1). Therefore, the South Island must
be separated from the rest of the network at predefined splitting
points. According to Table 5, in this prediction, 216 scenarios out
of the 1056 input scenarios had an Island label in which 21 scenar-
ios were misclassified by the constructed DTs. In other words, the
accuracy of classification was 98.01%. The results of prediction
using the rotor angle trajectory [22], are given in last column of
Table 5.

4.3. Performance of the proposed algorithm

In this section, the performance of the proposed scheme is
investigated following an SC fault (i.e., an unseen scenario) that
was applied at 0.1 s in bus 16 and cleared after 300 ms. For this
purpose, two kinds of DTs were constructed with two different
input features (i.e., rotor-angle samples and proposed impedance
samples). Fig. 12a shows the rotor angle of each generator after
the SC fault. As shown in this figure, seven generators became
unstable in less than 1.5 s. Moreover, Fig. 12b shows that, the
speed trajectories of coherent generators in South Island deviate
from the other generators. Therefore, if the controlled islanding
strategy is not executed, the network will experience a blackout
after about 2.5 s. Fig. 13 shows the impedance variations in this
scenario. Fig. 14a shows the DT output (i.e., decision) following this
disturbance. As shown in this figure, after 0.42 s, the DTs predict
the final state of their related islands (i.e., North Island = 1, South
Island = 0, West Island = 0). In addition, Fig. 14b shows the DT pre-
diction outputs in which the rotor angles of the generators are used
as the DT inputs. As shown in this figure, the outputs of the DTs
trained by the rotor-angle samples provide undesired predictions
for the islanding status. Fig. 15 shows the rotor angles of the gen-
erators after the separation of the South Island from the rest of the
grid after 0.52 s (i.e., including 0.1 s for inherent delays). As shown
in this figure, all generators have stable rotor angles.

5. Conclusion

In this paper, a two-stage scheme was proposed to predict
blackouts. The proposed scheme received the impedance measure-
ments from the generator terminals through PMUs and then
sought to extract decision rules to distinguish island conditions
from other non-island conditions. While the conventional out-of-
step relays detected the electrical separation of one synchronous
machine from the rest of the network, the proposed method acted
as a wide-area out-of-step predictor to detect the electrical
separation of one region with respect to the rest of the network.
The boundaries of electric islands were determined using an MINLP
formulation. The output of the prediction was used to trigger the
controlled-splitting strategy before the occurrence of a blackout.
The accuracy of the DT classifier verified the performance of the
proposed impedance-based scheme.
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