
T

A
p

S
D

a

A
R
R
A
A

K
S
D
L
V
S
T

1

d
o
w
s
t
s
e
F
t
t
t
c

b
n
m
r
6
v
o

0
h

Journal of Manufacturing Systems 32 (2013) 335– 347

Contents lists available at SciVerse ScienceDirect

Journal  of  Manufacturing  Systems

jo u r n al hom epa ge: www.elsev ier .com/ locate / jmansys

echnical  paper

 hybrid  simulated  annealing  algorithm  for  location  and  routing  scheduling
roblems  with  cross-docking  in  the  supply  chain

.  Meysam  Mousavi ∗, Reza  Tavakkoli-Moghaddam
epartment of Industrial Engineering, College of Engineering, University of Tehran, Tehran, Iran

 r  t  i  c  l  e  i  n  f  o

rticle history:
eceived 24 April 2012
eceived in revised form 1 August 2012
ccepted 7 December 2012
vailable online 16 January 2013

a  b  s  t  r  a  c  t

The  location  and routing  scheduling  problems  with  cross-docking  can be  regarded  as new  research  direc-
tions  for  distribution  networks  in  the  supply  chain.  The  aims  of  these  problems  are  to concurrently  design
a cross-docking  center  location  and  a vehicle  routing  scheduling  model,  known  as  NP-hard  problems.  This
paper presents  a  two-stage  mixed-integer  programming  (MIP)  model  for the  location  of  cross-docking
centers  and  vehicle  routing  scheduling  problems  with cross-docking  due  to potential  applications  in the
distribution  networks.  Then,  a  new  algorithm  based  on a  two-stage  hybrid  simulated  annealing  (HSA)
eywords:
upply chain management
istribution networks
ocation of cross-docking centers
ehicle routing scheduling
imulated annealing

with  a  tabu  list  taken  from  tabu  search  (TS)  is  proposed  to  solve  the presented  model.  This  proposed
HSA  not  only  prevents  revisiting  the  solution  but  also  maintains  the  stochastic  nature.  Finally,  small  and
large-scale  test  problems  are  randomly  generated  and  solved  by the  HSA  algorithm.  The  computational
results  for  different  problems  show  that  the  proposed  HSA  performs  well  and  converges  fast  to  reasonable
solutions.

iety o
abu search © 2012 The Soc

. Introduction

The location and routing scheduling problems with cross-
ocking are recognized new areas of research, which take account
f two main components of cross-docking distribution net-
orks, namely cross-docking centers location and vehicle routing

cheduling. The location and routing scheduling problem involves
he strategic (i.e., location) and tactical/operational (i.e., routing
cheduling) decision levels in supply chain management. In the
arlier studies, they are regarded as interdependent components.
ocusing separately on two components has limitations on the dis-
ribution networks design [1,2]; hence, it is important to tackle
hese components concurrently, aiming at efficiently servicing cus-
omers (i.e., pickup nodes) from a well-selected set of cross-docking
enters location.

Generally speaking, the location and routing problems have
een widely employed in a variety of problems in distribution
etworks for real-life applications, for instance, bill delivery [3],
edical evacuation [4] and waste collection [5].  The location and

outing scheduling with cross-docking are NP-hard problems [e.g.,
–9]. Heuristics and meta-heuristics are only recommended as

iable solving approaches by increasing the size of these problems
r considering real-world cases.

∗ Corresponding author. Tel.: +98 21 82084183.
E-mail address: sm.mousavi@ut.ac.ir (S.M. Mousavi).

278-6125/$ – see front matter ©  2012 The Society of Manufacturing Engineers. Publishe
ttp://dx.doi.org/10.1016/j.jmsy.2012.12.002
f Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved.

Cross-docking distribution networks have attracted strong
interest among researchers in the last decade. Jayaraman [10]
considered the conventional warehouse problem and provided a
number and location of warehouses, and then allocated the cus-
tomers at a minimum cost without violating the capacity restriction
on warehouses. Donaldson et al. [11] concentrated on a schedule-
driven transportation planning in the cross-docking distribution
networks design. Jayaraman and Ross [6] presented a practical
approach for solving a multi-product multi-echelon problem to
distribution network design by the simulated annealing (SA) algo-
rithm. Li et al. [12] addressed a cross-docking center operation in
order to eliminate or minimize storage and order picking activ-
ity in the cross-docking by using just-in-time (JIT) scheduling.
Their problem was then converted into a machine scheduling
problem. Lim et al. [13] developed the traditional transshipment
problem that consisted of a number of supply, transshipment and
demand nodes. Lee et al. [8] were the first who  presented an
integration model of cross-docking centers problem with vehi-
cle routing scheduling for the distribution network design. Reeves
[14] presented two  case studies by considering the supply chain
governance and illustrated two  contrasting approaches to the
provision of cross-docking services in the automotive indus-
try.

Ross and Jayaraman [7] addressed an evaluation of meta-

heuristics for the location of cross-docking centers in cross-docking
distribution networks in the supply chain. Bachlaus et al. [15] sug-
gested an integrated multi-echelon agile supply chain network.
The problem was formulated as a multi-objective mathematical

d by Elsevier Ltd. All rights reserved.
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is to obtain the minimum number of cross-docking centers among
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rogramming model in order to minimize the fixed and variable
osts and to maximize the plant flexibility and volume flexibil-
ty. Liao et al. [16] proposed a tabu search (TS) algorithm to solve

 model that considered the vehicle routing scheduling problem
ith the single cross-docking center in order to transport goods

rom supplies to retailers. Musa et al. [17] presented an ant colony
ptimization (ACO) heuristic to solve the transportation problem
n the cross-docking distribution networks. The study illustrated
hat the proposed heuristic provided appropriate results in the
easonable time. Yang et al. [18] investigated the decisions for
ransporting freight between inbound and outbound trailers in

 cross-dock by using simulation. Liao et al. [19] proposed two
ybrid differential evolution algorithms for optimal inbound and
utbound truck sequencing in the operations of cross-docking
enter. Melo et al. [20] considered the problem of redesigning a
upply chain network with multiple echelons and commodities,
nd modeled as a large-scale mixed-integer linear program. Then,
hey proposed a TS heuristic for solving the presented model.

a et al. [21] focused on a new shipment consolidation and
ransportation problem in cross-docking distribution networks by
onsidering setup cost and time window constraint. Alpan et al. [22]
ddressed transshipment problem in a multi-door cross-docking
arehouse, and made an attempt to find the best schedule of trans-

hipment operations in order to minimize the sum of inventory
olding and truck replacement costs. Dondo et al. [23] presented

 hybrid multi-echelon multi-item distribution network that con-
ained multi-echelon vehicle routing problem with cross-docking
n supply chain management by minimizing total transportation
ost.

Going through the literature indicates that the location of
ross-docking centers and vehicle routing scheduling prob-
ems simultaneously have not been taken into consideration
or the distribution networks in the supply chain manage-

ent. In fact, these problems can be interrelated components
o address most concerns of logistic managers in numerous
eal-life applications. Also, an integration of location and rout-
ng scheduling can help the managers to achieve significant
roductivity gains by making the decisions in strategic and tacti-
al/operational levels for the planning of cross-docking distribution
etworks.

This paper presents a two-stage mixed-integer programming
MIP) model for the location of cross-docking centers and vehi-
le routing scheduling problems for the cross-docking distribution
etworks in the supply chain. The objective functions are to min-

mize the fixed costs, total transportation costs in the pickup and
elivery processes, operational costs of vehicles and penalty costs
or total earliness and tardiness deliveries to customers. Then, this
aper proposes a new two-stage hybrid simulated annealing (HSA)
lgorithm embedded with TS that characterizes a special solution
epresentation for the location of cross-docking centers and vehicle
outing scheduling in the distribution systems. Finally, the compu-
ational results indicate that the proposed HSA performs well on
mall and large-sized test problems in terms of objective function
alues and CPU times.

Unlike the previous studies in the literature of the cross-docking,
his paper pays special attentions not only in presenting an effec-
ive framework by a combination of two location of cross-docking
enters and vehicle routing scheduling problems via formulating a
ew MIP  model, but also in solving jointly the location and routing
cheduling in two decision levels of the cross-docking systems via
n efficient hybrid algorithm. From the problem-solving viewpoint,
his paper carefully designs a new hybrid meta-heuristic algorithm,

iming at benefiting from the main advantages of two well-known
lgorithms (i.e., SA and TS) concurrently to reach a near-optimal
olution with minimal iterations. By using the proposed HSA,

 number of solution revisits can be decreased by providing a
f Manufacturing Systems 32 (2013) 335– 347

short-term memory suggested by a tabu list while keeping the
stochastic nature of the SA algorithm.

The structure of this paper is organized in six sections. In the next
section, the location and routing scheduling problems with cross-
docking are defined. Section 3 introduces the proposed two-stage
MIP  model formulation for the cross-docking distribution networks
in the supply chain. The proposed HSA meta-heuristic algorithm as
the problem-solving approach is presented in Section 4. Then, com-
putational results are discussed in Section 5. Finally, the remarkable
conclusion is provided in Section 6.

2. Problem definition

A cross-docking center is an intermediate node in distribution
networks in order to decrease inventory while satisfying cus-
tomers’ requirements. Through cross-docking, different goods are
delivered to the center by inbound vehicles. They are immedi-
ately consolidated out based on the destinations and then shipped
to outbound vehicles for delivery to customers for a short time
aiming at eliminating inventory storage [24]. Hence, the most
costly component of conventional warehousing can be reduced.
Indeed, the cross-docking is introduced as a new logistic strategy
for companies involving in the retail, grocery, food and drink dis-
tributions industries in recent year [16,25,26].  Fig. 1 illustrates the
concept of proposed cross-docking distribution network, in which
two main nodes (i.e., pickup and delivery nodes) are simultane-
ous arrival and consolidation. The distribution network discussed
in this paper is a single period, single product, multi-echelon
logistic network including suppliers, cross-docking centers and
customers.

The location of cross-docking centers and vehicle routing
scheduling problems in the distribution network can be stated
as follows: a set of customers with known demand and a set of
potential cross-docking centers are provided. The location of the
cross-docking centers is determined in the first stage. The product
should be delivered to customers via cross-docking centers. The
shipment of each customer demand is met by potential vehicles in
the delivery process that are dispatched from cross-docking cen-
ters, and operate on routes involving multiple customers. Then,
the vehicle routing scheduling from the cross-docking centers is
obtained in the pickup and delivery processes in order to minimize
the sum of the total costs through the cross-docking centers. In
the first stage, fixed costs associated with opening cross-docking
centers at potential sites are regarded along with transportation
costs for the movement of the product from the suppliers to cross-
docking centers, and from cross-docking centers to the customers.
In addition, in the second stage distribution costs associated with
the routing of vehicles containing operational costs of vehicles and
transportation costs are taken into consideration.

In sum, the distribution and routing scheduling plan with mul-
tiple cross-docking centers can be designed so that the demand of
each customer can be satisfied. Each customer is served by only
one vehicle. The number of the vehicles in the pickup and deliv-
ery processes is limited. Moreover, it is assumed that all vehicles
are located in the multiple cross-docking centers, and split pickup
and delivery are not allowed. The total demand on each route is
less than or equal to the capacity of each vehicle assigned to that
route. Each route starts and ends at the same cross-docking centers.
Also, the total quantity of pickup should be equal to the quantity
to be delivered. Finally, the aim of proposed two-stage MIP  model
a discrete set of location sites in the first stage. Then, the aim of
the second stage is to obtain the number of vehicles and the best
route as well as the arrival time of each vehicle in the distribution
network with multiple cross-docking centers.
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Fig. 1. Proposed cross-docking di

. Proposed two-stage MIP  model formulation

To describe two-stage MIP  model in this section, the notations,
nput parameters and decision variables are presented as follows:

Sets and input parameters:
P: set of suppliers in the pickup process
O: set of cross-docking centers
D: set of customers in the delivery process
Di′ : demand of customer i′.
CAp: capacity of cross-docking center p to handle product
Si: quantity of product from supplier i
Fp: fixed operating cost to open cross-docking center p
cip: cost to transport product from supplier i to cross-docking

enter p
cpi′ : cost to transport product from cross-docking center p to

ustomer i′.
TC: maximum total cost that could pay for opening cross-

ocking centers
K: number of available vehicles in the pickup process
K′: number of available vehicles in the delivery process
Q: maximum capacity of each vehicle
pi: loaded amount of product in node i in the pickup process
di′ : unloaded amount of product in node i′ in the delivery process
cij: transportation cost from node i to node j in the pickup pro-

ess
ci′j′ : transportation cost from node i′ to node j′ in the delivery
rocess
ck: operational cost of the vehicle k
ck′ : operational cost of the vehicle k′.
dij: distance from node i to node j in the pickup process
tion network in the supply chain.

di′ j′ : distance from node i′ to node j′ in the delivery process

tk
i
: length of a visit for the vehicle k in node i in the pickup process

tk′
i′ : length of a visit for the vehicle k′ to node i′ in the delivery

process
etij: time for the vehicle to move from node i to node j in the

pickup process
eti′j′ : time for the vehicle to move from node i′ to node j′ in the

delivery process
Ei′ : total earliness delivery penalty demanded by customer in

node i′ in delivery process
Li′ : total tardiness delivery penalty demanded by customer in

node i′ in delivery process
∝i′ : penalty unit of early delivery from customer in node i′ in

delivery process
ˇi′ : penalty unit of tardy delivery from customer in node i′ in

delivery process
dui′ : due-date demanded from customer in node i′ in delivery

process
Decision variables:

xip =
{

1 if supplier i is assigned to cross-docking center p for product,

0 otherwise,

ypi′ =
{

1 if cross-docking center p is assigned to customer i′ for product,

0  otherwise,
zp =
{

1 if cross-docking center p is open,

0 otherwise,
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k
ij =

{
1 if vehicle k transports product from node i to node j in the

0 

k′
i′j′ =

{
1 if vehicle k′ transports product from node i′ to node j′ in t

0 

yij: transported amount of product from node i to node j in the
ickup process

zi′j′ : transported amount of product from node i′ to node j′ in the
elivery process

DTk
i

: departure time of vehicle k from node i in the pickup pro-
ess

DTk′
i′ : departure time of vehicle k′ from node i′ in the delivery

rocess
DTk

j
: departure time of vehicle k from node j in the pickup pro-

ess
DTk′

j′ : departure time of vehicle k′ from node j′ in the delivery
rocess

ATk
j

: arrival time of vehicle k at node j in the pickup process

ATk
′

j′
: arrival time of vehicle k′ at node j′ in delivery process

ATk
p : arrival time of vehicle k at cross-docking center p in the

ickup process
ATk′

p′ : arrival time of vehicle k′ at cross-docking center p′ in the
elivery process

.1. Cross-docking centers location (stage 1)

The above notations are used in the formulation of the proposed
IP  model for the cross-docking centers location problem in the

rst stage. The location problem can be formulated as below:

inZ1 =
O∑

p=1

Fpzp +
n∑

i=1

O∑
p=1

cipxip +
O∑

p=1

m∑
i′=1

cpi′ ypi′ (1)

Subject to:

O

p=1

ypi′ = 1, ∀i′ (2)

O

p=1

xip = 1, ∀i (3)

n

i=1

Sixip ≤ CAp, ∀p (4)

m

i′=1

Di′ ypi′ ≤ CAp, ∀p (5)

ip ≤ zp, ∀i, p (6)

pi′ ≤ zp, ∀i′, p (7)

O

p=1

Fpzp ≤ TC (8)

ip, ypi′ , zp ∈
{

0, 1
}

, ∀i, i′, p (9)

The objective function (1) minimizes fixed costs to open cross-

ocking centers and costs to the movement of the product from
uppliers to cross-docking centers in the pickup process as well as
osts to supply the product from cross-docking centers to meet the
emand of customers in the delivery process. Constraint (2) assures
f Manufacturing Systems 32 (2013) 335– 347

up process,

rwise,

livery process,

rwise,

that the demand of each customer in the delivery process is only
met  by one of the open cross-docking centers. Constraint (3) assures
that the quantity of the product from each supplier is only satisfied
by one of the open cross-docking centers. Constraint (4) assures
that the quantity of product from each supplier should be equal/less
than capacities of open cross-docking centers in the pickup pro-
cess. Constraint (5) represents that the demand of each customer
should be equal/less than capacities of open cross-docking centers
in the delivery process. Constraints (6) and (7) assure that the move-
ment of the product from suppliers to cross-docking center, and
from cross-docking center to customers in the pickup and delivery
processes can be conducted only when the corresponding cross-
docking center is open. Constraint (8) considers a limitation on total
cost that can be paid for opening cross-docking centers. Constraint
(9) defines corresponding decision variables of the model.

3.2. Vehicle routing scheduling (stage 2)

The above notations are used in the formulation of the proposed
MIP  model for the vehicle routing scheduling problem with multi-
ple cross-docking centers in the second stage. The route scheduling
problem can be formulated as below:

Min Z2 =
∑
i ∈ P

∑
j ∈ (P∪O)

∑
k ∈ K

(cijdij)x
k
ij +

∑
i ∈ O

∑
j ∈ P

∑
k ∈ K

[(cijdij) + ck]xk
ij+∑

i′ ∈ D

∑
j′ ∈ (D∪O)

∑
k′ ∈ K ′

(ci′j′ di′j′ )x
k
′

i′j′ +
∑
i′ ∈ O

∑
j′ ∈ D

∑
k′ ∈ K ′

[
(ci′j′ di′j′ ) + ck′

]
xk′

i′j′

+
∑
i′ ∈ D

∑
j′ ∈ D

∑
k′ ∈ K ′

(Ei′ + Li′ )x
k
′

i′j′

(10)

Subject to:∑
i ∈ (P∪O)

∑
k ∈ K

xk
ij = 1, ∀j (11)

∑
j ∈ (P∪O)

∑
k ∈ K

xk
ij = 1, ∀i (12)

∑
i′ ∈ (D∪O)

∑
k′ ∈ K ′

xk′
i′j′ = 1, ∀j′ (13)

∑
j′ ∈ (D∪O)

∑
k′ ∈ K ′

xk′
i′j′ = 1, ∀i′ (14)

∑
i ∈ (P∪O)

∑
k ∈ K

xk
ij ≥ 1, ∀j ∈ O (15)

∑
i′ ∈ (D∪O)

∑
k′ ∈ K ′

xk′
i′j′ ≥ 1, ∀j′ ∈ O (16)

∑
i ∈ (P∪O)

xk
ir =

∑
j ∈ (P∪O)

xk
rj, ∀k, r ∈ (P ∪ O) (17)

∑
xk′

i′r′ =
∑

xk′
r′j′ , ∀k′, r ∈ (D ∪ O) (18)
i′ ∈ (D∪O) j′ ∈ (D∪O)∑
i ∈ (P∪O)

∑
j ∈ (P∪O)

xk
ij ≤ 1, ∀k (19)

am
Highlight
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∑
′ ∈ (D∪O)

∑
j′ ∈ (D∪O)

xk′
i′j′ ≤ 1, ∀k′ (20)

∑
 ∈ (P∪O)

∑
j ∈ (P∪O)

∑
k ∈ K

xk
ij ≤ K (21)

∑
′ ∈ (D∪O)

∑
j′ ∈ (D∪O)

∑
k′ ∈ K ′

xk′
i′j′ ≤ K ′ (22)

ij ≤ Q ∀i, j ∈ (P ∪ O) (23)

i′j′ ≤ Q ∀i′, j′ ∈ (D ∪ O) (24)

i ∈ P

pi =
∑
i′ ∈ D

di′ (25)

jr = yij − pj if j ∈ P, ∀i, r (26)

jr = yij −
∑
i ∈ P

pi if j ∈ O, ∀j, r (27)

i′j′ = zj′r′ + dj′ if j′ ∈ D, ∀i′, r′ (28)

i′j′ = zj′r′ +
∑
i′ ∈ D

di′ if j′ ∈ O, ∀i′, r′ (29)

i − uj + n
∑
k ∈ K

xk
ij ≤ (n − 1),  ∀i, j (30)

i′ − uj′ + m
∑
k′ ∈ K ′

xk′
i′j′ ≤ (m − 1),  ∀i′, j′ (31)

Tk
j ≥ (etij + DTk

i + tk
i )xk

ij, ∀k, i, j (32)

Tk′
j′ ≥ (eti′j′ + DTk′

i′ + tk′
i′ )xk′

i′j′ , ∀k′, i′, j′ (33)

Tk
j ≥ (DTk

i + etij)x
k
ij, ∀k, i, ∀j ∈ O (34)

Tk′
j′ ≥ (DTk′

i′ + eti′j′ )x
k′
i′j′ , ∀k′, i′, ∀j′ ∈ O (35)

Tk
p = ATk′′

p′ , ∀k /= k′′, ∀p /= p′ (36)

Tk′
p = ATk′′′

p′ , ∀k′ /= k′′′, ∀p /= p′ (37)

i′ = max(0; dui′ − ATk′
i′ )∝i′ , ∀i′ ∈ D and ∀k′ ∈ K ′ (38)

i′ = max(0; ATk′
i′ − dui′ )ˇi′ , ∀i′ ∈ D and ∀k′ ∈ K ′ (39)

i, uj ≤ n, ∀i, j (40)

i′ , uj′ ≤ m, ∀i′, j′ (41)

k
ij, xk′

i′j′ , xk′
pj, xk′

pj′ , xk
ip, xk′

i′p ∈ {0, 1}, ∀i, j, i′, j′, p, k, k′ (42)

ij, zi′j′ , DTk
i , DTk′

i′ , DTk
j , DTk′

j′ , ATk
p , ATk′

p′ , ui, uj, ui′ , uj′ ≥ 0,

∀i, j, i′, j′, p, p′, k, k′ (43)

The objective function (10) minimizes total transportation
osts associated with moving product in the pickup and deliv-
ry processes, operational cost of each vehicle in these processes
eparately, and penalty costs for the total earliness and tardiness
eliveries to customers in the delivery process. Constraints (11) and
12) represent that one vehicle has to arrive and leave one node in
he pickup process. Constraints (13) and (14) represent that one
ehicle has to arrive and leave one node in the delivery process.

onstraints (15) and (16) consider that every supplier or customer
elongs to one and only one route, but cross-docking centers may
elong to more than one route. Constraints (17) and (18) represent
he consecutive movement of vehicles. Constraints (19) and (20)
f Manufacturing Systems 32 (2013) 335– 347 339

consider whether or not a vehicle arrives and leaves a cross-docking
center in the pickup and delivery processes. Constraints (21) and
(22) consider that the numbers of vehicles that arrive or leave a
cross-docking center in the pickup or delivery processes should be
less than the number of available vehicles. Constraints (23) and
(24) enforce that the quantity of loaded product in a vehicle cannot
exceed the maximum capacity of the vehicle. The flow conservation
for product is represented in constraint (25). The quantity of prod-
ucts between nodes is taken into consideration in the pickup and
delivery processes in constraints (26)–(29). Constraints (30) and
(31) assure that every customer is on a route connected to the set
of cross-docking centers. Constraints (32) and (33) illustrate that
the departure time of a vehicle from a node is determined by the
sum of the arrival time at a node, the length of a visit, and time to
move in the pickup and delivery processes. The arrival time at a
cross-docking center is represented in constraints (34) and (35) for
the pickup and delivery processes. The constraints for simultaneous
arrival to a cross-docking center are provided in Eqs. (36) and (37).
Constraints (38) and (39) represent the calculations for the earli-
ness and tardiness penalties in the delivery process. Constraints
(40)–(43) enforce the integrality restrictions on the corresponding
decision variables of the model.

4. A two-stage HSA meta-heuristic algorithm for solving
the location and routing scheduling

The proposed HSA meta-heuristic is introduced for the loca-
tion and routing scheduling problems based on the hybridization
of two famous algorithms, namely SA and TS. The proposed HSA
has a number of advantages, including stochastic feature avoiding
cycling and tabu list to escape from local optima. These characteris-
tics limit the search from a previously visited solution and improve
the performance of the conventional SA remarkably.

The SA is regarded as a random search optimization algorithm.
The SA was first introduced by Metropolis et al. [27] and popular-
ized by Kirkpatrick et al. [28]. The algorithm works based on the
annealing process that is applied to the metallurgical industry. The
SA utilizes a stochastic approach to direct the search. The algorithm
escapes from local optima via receiving non-improver solutions
with a certain probability in each temperature. This algorithm has
been widely applied to numerous complicated combinatorial opti-
mization problems in real-life situations [e.g., 2,29–31].

The TS is regarded as a local search algorithm that is applied to
combinatorial optimization. The TS was first introduced by Glover
[32]. The algorithm is able to escape the local optima occurred dur-
ing the search via the list of prohibited neighboring solutions, called
tabu list. The TS has been used in a wide variety of conventional
and practical optimization problems in real-life applications [e.g.,
8,16,33].

In the following sections, the proposed HSA meta-heuristic algo-
rithms supplementary with the tabu lists are described for the
two-stage MIP  model in detail for the location of cross-docking
centers and vehicle routing scheduling in the cross-docking distri-
bution network. The core of the HSA algorithm is originally based on
the meta-heuristics presented in [6,33,34]. Readers for more details
may  refer to [e.g., 6,7,34–36] in the literature of supply chain.

4.1. Proposed meta-heuristic for the location (stage 1)

In this section, the steps of the proposed HSA algorithm with a
tabu list taken from TS are described for the location problem. The

search is conducted for least-cost solutions by a control parameter,
called temperature, and the cooling schedule that determines the
number of iterations (epochs) for the algorithm. Randomly gener-
ated initial configuration is first regarded in the proposed hybrid

am
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lgorithm that denotes the cross-docking centers to be opened,
he suppliers and customers assigned to the cross-docking centers.
hen, the total cost is calculated by the objective function in the
rst stage of proposed mathematical model.

Step 1: Initialization. Initial and final values are taken into
ccount for the control parameter temperature, known as T0 and Tf
espectively; i is the number of a particular iteration and N is the
otal number of iterations. An initial cross-docking center solution
s randomly obtained by allocating adequate supply of suppliers
nd demand flows of customers between cross-docking centers
nd delivery nodes in the cross-docking distribution network. It
eads to an initial feasible solution that involves the product flows.
he value of objective function for the solution can be regarded as
he value of objective function for the best configuration obtained
BS), current configuration OBF(xc) and the newest configuration
BF(xa). All counters are set to 1.

Step 2: Check feasibilities.  The algorithm investigates product
ow assignments for cross-docking centers to assure the capacity
f cross-docking, fixed costs and number of potential cross-docking
enters. Furthermore, the quantity of product and demand of cus-
omer should be considered to be met. If the configuration is not
easible, we return to step 1 [6].

Step 3: Provide a feasible neighboring solution. Once the network
esign problem has been initialized, a value of objective function

s calculated and feasibility is considered. Then, the current feasi-
le configuration of cross-docking distribution network is updated
y choosing a supplier and reassigning the amount of product
etween a cross-docking center and supplier. Also, this method can
e utilized for customers. It is executed by randomly choosing a
upplier and a customer to perturb. Its flow is randomly allocated
o another combination of pickup/cross-docking center/delivery
odes. All feasibilities must be investigated once again. Finally, the
alue of objective function is obtained for the neighboring solution
BF(xa).

Step 4: Assess current solution with neighboring solution. If the
alue of objective function for the neighboring solution is higher
han the current solution (OBF(xa) > OBF(xc)), proceed to step 5.
therwise, if the value of objective function for the newest con-
guration enhances the current solution (OBF(xa) < OBF(xc)), the
eighboring solution can be regarded as the current solution. Then,
his solution is compared to the best solution obtained (BS). If the
alue of objective function for the newest configuration is lower
han the best one determined so far (OBF(xa) < BS).  Then replace
he best solution with this neighboring solution. Proceed to step 8.

Step 5: Investigate Metropolis condition. The difference between
he neighboring solution and the current solution is calcu-
ated, �cost = OBF(xa) − OBF(xc). Then, the Metropolis criterion is
mployed to obtain the probability, in which the relatively infe-
ior neighboring solution can be accepted, P(A). This probability is
alculated by [6]:

(A) = exp
(

� cos t

Ti

)
, (44)

here Ti is the present temperature. Then, a random number is
etermined from the interval (0, 1). If the random number is lower
han P(A), then the neighboring solution is substituted for the cur-
ent solution. Proceed to step 8.

Step 6: Tabu list.  Tabu list can investigate for each step of the algo-
ithm whether the obtained solution is latterly visited or not. Hence,
his leads to the restriction of the algorithm regarding revisiting the
re-visited solutions. This characteristic of the HSA decreases the
PU time of algorithm to achieve reasonable solutions.
Step 7: Aspiration. Aspiration is linked to TS. It makes an attempt
o restrict the search of the algorithm from being trapped at a solu-
ion which is surrounded by tabu neighbors. If an obtained solution
as a neighborhood of the tabu solutions, the solution via the value
f Manufacturing Systems 32 (2013) 335– 347

of objective function higher than the aspiration is selected for fur-
ther exploring [33].

Step 8: Increase counters. Memory and variables are updated. The
counters can be incremented by one. If the iteration counter value is
lower than or equal to the maximum iterations for the temperature
level, then return to step 3. Otherwise, go to step 9.

Step 9: Adjust temperature. Temperature is adapted in iteration i
using the cooling schedule:

Ti = 1
2

(T0 − Tf )
(

1 − tan h
(

10i

N
− 5

))
+ Tf . (45)

If the new value of Ti is higher than or equal to the stopping
value (Tf), then iteration counters are restarted from one and return
to step 3. Otherwise, the procedure stops.

4.2. Proposed meta-heuristic for the routing scheduling (stage 2)

In this section, the steps of the proposed HSA algorithm sup-
plementary with tabu list are explained for the routing scheduling
problem.

Step 1: Initialization. The path representation is applied to encode
the solution of the vehicle routing scheduling problem with cross-
docking centers in the distribution network. The idea of the path
representation is that the suppliers and customers are listed in the
order, in which through the cross-docking they are visited in the
pickup and delivery processes. For instance, suppose that there
are eight suppliers numbered 1–8. If the path representation is
[082730410650], then three routes are needed to visit all these
eight suppliers in the pickup process. In the first route, a vehicle
starts from the cross-docking center, indicated as 0, travels to sup-
pliers 8, 2, 7 and finally supplier 3. After that, the vehicle returns
to the cross-docking center. In the second route, the vehicle begins
with supplier 4 and then supplier 1. Similarly, the vehicle travels
back to the cross-docking center after serving the suppliers. In the
third route, the vehicle begins with supplier 6 and then supplier 5.

In the same way, the procedure can be utilized for the delivery
process. For instance, suppose that there are seven customers num-
bered 1–7. If the path representation is [0713604520], then two
routes are needed to serve all these seven customers in the delivery
process. In the first route, a vehicle begins with the cross-docking
center, indicated as 0, then travels to customers 7, 1, 3 and finally
customer 6. After that, the vehicle returns to the cross-docking cen-
ter. In the second route, in the delivery process, the vehicle starts
with customer 4, then customer 5 and finally customer 2. Similarly,
the vehicle travels back to the cross-docking center after serving
three customers. It is worth to note that each solution contains O
links if there exist O cross-docking centers in the vehicle routing
scheduling problem. For this problem in the step of initialization,
there are three sub-steps to provide a feasible initial solution. The
first sub-step is to assign suppliers/customers to each of the O
cross-docking centers or links, that is, the grouping problem. There
are a number of cross-docking centers, suppliers and customers in
the distribution network. Each supplier/customer should be allo-
cated to one cross-docking center or link. Suppliers and customers
are assigned to the cross-docking center by considering minimum
opening and distribution costs due to the objective function of the
proposed model with minimizing total opening and distribution
costs. The second sub-step is to assign suppliers/customers in the
same link to different routes by the saving method presented in
[34,37]. This method builds a saving matrix for each of two  sup-
pliers/customers in the same link. Then, the suppliers/customers
with large saving value can be grouped in the same route in which

the vehicle capacity restriction and arrival time restriction are not
violated. The third sub-step is to solve the scheduling problem by
the NNH method presented in [34,35]. The principle of the NNH is
to randomly begin with the first supplier and customer. Then, the
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Fig. 2. 2-opt exchange o

ext supplier/customer is chosen and regarded as minimum cost
o the previous one from those unselected suppliers/customers in
rder to build the pickup and delivery sequence until all suppliers
nd customers are taken into consideration.

Step 2: Improvement. This procedure is based on the combination
f SA and TS to enhance the best solution determined at each step
f the algorithm. The hybrid algorithm is presented as follows:

For i = 1 − n do
For i′ = 1 − m do

(a) Initialize max-iterations, initial temperature. Set count = 1,
T0 = temp-start.

b) Let the best solution determined in the initialization step be
called the current solution, xc.

Compute objective function value for current solution, OBF(xc).
fter obtaining initial solutions, one of the following steps is
epeated for improving the initial solution.

2-opt exchange operator

The 2-opt operator can be employed to enhance a single route.
his can exchange the route direction between two sequential
ickup or delivery nodes. If the cost function associated with the
oute is enhanced, then the modified route is preserved; other-
ise, the route returns to the last condition. For instance, the 2-opt

xchange operation in pickup node is depicted in Fig. 2 [30]. This
rocedure can be conducted similarly for delivery nodes.

Insertion method

Suppose a route at random, then select as the max  [0.1 ×
length of the route), 2] nodes in each route, and alter the integer
umber of selected pickup and delivery nodes randomly in the
ound of [0, n] and [0, m]  in order to alter the vehicle that ser-
ices the chosen node. In other words, a node can be departed from

ne route and it can be added to another route by the insertion
ethod. All feasibilities can be investigated once again. Finally, let

eighboring solution be called the adjacent solution, xa compute
bjective function for adjacent solution, OBF(xa).
on for the second stage.

(c) If OBF(xa) < OBF(xc)
Then set xc = xa

Else
Set � = OBF(xa) − OBF(xc);.
Set T = temp-start/log(1 + count);
With probability e−�/T set xc = xa.
Increment count by 1.
(d) If count < max-iteration, go to step (b).
The annealing schedule employed in step (c) of the above algo-

rithm is based on [34,38].
Step 3: Tabu list.  Tabu list can investigate for each step of algo-

rithm whether the obtained solution is latterly visited or not. Hence,
this leads to the restriction of the algorithm regarding revisiting the
pre-visited solutions. This characteristic of the HSA decreases the
CPU time of algorithm to achieve reasonable solutions.

Step 4: Aspiration.  Aspiration is linked to TS. It makes an attempt
to restrict the search of the algorithm from being trapped at a solu-
tion which is surrounded by tabu neighbors. If an obtained solution
has a neighborhood of the tabu solutions, the solution via the value
of objective function higher than aspiration is selected for further
exploring [33].

Step 5: Stopping criterion. The stopping condition is investigated
in this step that can be regarded as the maximum number of itera-
tions of the algorithm. If the number of iteration is higher than the
predefined maximum number, the search process stops; otherwise,
the procedure restarts from step 2.

Figs. 3 and 4 depict solution representations of an example with
two cross-docking centers and visual illustrations by the presented
HSA meta-heuristic algorithm for the second stage of the proposed
mathematical model.

5. Computational results

Computational tests in this section are generated to verify and
evaluate the performance of proposed HSA meta-heuristic algo-
rithm for solving the proposed two-stage MIP  model for the location

of cross-docking centers and vehicle routing scheduling prob-
lems in the distribution network. For this purpose, fourteen test
problems in the supply chain environment with varying sizes gen-
erated at random in small and large-scale cases. Hence, seven test
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Fig. 3. An example of solution representations with two cross-docking centers.
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roblems are solved in small-sizes by the exact method with the aid
f the GAMS software for two stages of the proposed model, includ-
ng cross-docking center locating in stage one and vehicle route
cheduling with multiple cross-docking centers in stage two. Sizes
f the test problems are given in Table 1. All parameters are given
n Tables 2 and 3 for the first and second stages of the proposed
ocation and routing scheduling model with cross-docking. Some
arameters are generated randomly in uniform distributions. It is
oteworthy that the problem-solving approach by the presented
SA meta-heuristic algorithm is coded in the MATLAB®. All small
nd large-sized test problems are run by using the Intel Dual Core,
.8 GHz compiler and 2 GB of RAM
For seven small-sized test problems, the reported results
n these tables are calculated by Eq. (46) which denotes the

able 1
izes of small-sized test problems.

Problem no. No. of
suppliers (m)

No. of potential
cross-docking centers (O)

No. of
customers (n)

1 4 4 3
2  8 5 6
3  10 6 8
4  11 7 10
5 12 8 11
6 13 9 12
7 15 9 17
ution with two cross-docking centers.

gap between the optimal solutions and meta-heuristic solutions
obtained by the proposed HSA.

objmeta-heuristic − objoptimal solution

objoptimal solution
× 100. (46)

Also, the objective function values, CPU times and the gaps
of objective function values are reported in Tables 4 and 5 for
the given seven small-sized problems that are solved by the pro-
posed HSA meta-heuristic algorithm, conventional SA algorithm
and exact method with the aid of the GAMS software. The compar-
ison of exact method with the proposed hybrid algorithm illustrates
that the HSA can approximately obtain a near-optimal solution
in less time than the exact method. The average gaps between
the optimal and meta-heuristic solutions for the first and second
stages are 3.87% and 3.96% indicating the efficiency of the proposed
HSA algorithm supplementary with a tabu list in the cross-docking
distribution network. Moreover, increasing the size of the two-
stage cross-docking distribution network problem increases the
CPU time of the exact method exponentially while it does not sig-
nificant impacts on the CPU time of the proposed hybrid algorithm.

The graphical representation for the CPU times of proposed HSA
algorithm and exact method is shown in Figs. 5 and 6 for seven

small-sized test problems in the first and second stages of the
proposed MIP  model. According to these figures, the CPU times
increase by the increase in sizes of these test problems. It is worth
to note that due to the NP-hard nature of the location and routing
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Fig. 5. Computational time for the proposed HSA and exact algorithms in the first stage.
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Fig. 6. Computational time for the propose

cheduling models in large-sized test problems, the CPU times are
ot comparable with each other.
Some parameters are randomly generated in the uniform dis-
ributions for the seven large-sized test problems similar to
mall-sized test problems. In Tables 6 and 7, the computational
esults are given in large-sized test problems for the first and second

Fig. 7. Convergence rate for the seventh larg
 and exact algorithms in the second stage.

stages of the proposed MIP  model. The average times of the pro-
posed hybrid algorithm based on the combination of SA and TS for

seven large-sized test problems in 300 and 500 iterations are 281.3
(s) and 413.1 (s) for the first stage respectively. In addition, the
average times of the proposed meta-heuristic in 300 and 500 iter-
ations are 550.8 (s) and 763.1 (s) for the second stage respectively.

e-sized test problem in the first stage.
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Table 2
Sources of random generations for the first stage of proposed location and routing scheduling model.

Parameters Test problem 1 Test problem 2 Test problem 3 Test problem 4 Test problem 5 Test problem 6 Test problem 7

n 3 6 8 10 11 12 17
m 4 8 10 11  12 13 15
O  4 5 6 7 8 9 9
Di′ ∼Uniform (10,40) ∼Uniform (5,45) ∼Uniform (5,50) ∼Uniform (5,55) ∼Uniform (5,60) ∼Uniform (5,65) ∼Uniform (5,70)
CAp ∼Uniform (600,1000) ∼Uniform (500,1100) ∼Uniform (400, 1200) ∼Uniform (400, 1400) ∼Uniform (500, 1500) ∼Uniform (600, 1500) ∼Uniform (700, 1500)
Si ∼Uniform (10,30) ∼Uniform (5,40) ∼Uniform (5,45) ∼Uniform (5,50) ∼Uniform (5,55) ∼Uniform (5,60) ∼Uniform (5,65)
Fp ∼Uniform (300, 4000) ∼Uniform (200, 5000) ∼Uniform (200, 6000) ∼Uniform (100, 6500) ∼Uniform (50, 7000) ∼Uniform (50, 7500) ∼Uniform (50, 8000)
cip ∼Uniform (40,300) ∼Uniform (50,500) ∼Uniform (100,500) ∼Uniform (40,550) ∼Uniform (30,600) ∼Uniform (30,650) ∼Uniform (30,700)
cpi′ ∼Uniform (25,300) ∼Uniform (70,550) ∼Uniform (80,520) ∼Uniform (70,600) ∼Uniform (80,650) ∼Uniform (80,700) ∼Uniform (80,750)
TC ∼Uniform (5000, 30000) ∼Uniform (4000, 35000) ∼Uniform (3000, 40000) ∼Uniform (3000, 45000) ∼Uniform (3000, 50000) ∼Uniform (3000, 55000) ∼Uniform (3000, 60000)

Table 3
Sources of random generations for the second stage of proposed location and routing scheduling model.

Parameters Test problem 1 Test problem 2 Test problem 3 Test problem 4 Test problem 5 Test problem 6 Test problem 7

n 3 6 8 10 11 12 17
m 4 8 10 11 12 13 15
O  2 2 3 6 6 7 7
k 5  6 8 8 9 10 11
k′ 4 5 6 7 8 9 10
Q  ∼Uniform (500, 1000) ∼Uniform (400, 1100) ∼Uniform (300, 1200) ∼Uniform (300, 1400) ∼Uniform (200, 1400) ∼Uniform (200, 1500) ∼Uniform (200, 1600)
pi ∼Uniform (20, 30) ∼Uniform (10, 40) ∼Uniform (5, 40) ∼Uniform (5, 45) ∼Uniform (5, 50) ∼Uniform (5, 55) ∼Uniform (5, 60)
di , ∼Uniform (15, 30) ∼Uniform (10, 35) ∼Uniform (5, 35) ∼Uniform (5, 40) ∼Uniform (20, 50) ∼Uniform (20, 55) ∼Uniform (20, 60)
cij, ci′ j′ ∼Uniform (300, 500) ∼Uniform (200, 500) ∼Uniform (100,500) ∼Uniform (200, 500) ∼Uniform (150, 550) ∼Uniform (150, 600) ∼Uniform (150, 650)
dij, di′ j′ ∼Uniform (20, 30) ∼Uniform (20, 40) ∼Uniform (20, 50) ∼Uniform (15, 55) ∼Uniform (15, 60) ∼Uniform (15, 65) ∼Uniform (15, 70)
ck, ck′ ∼Uniform (150, 250) ∼Uniform (250, 450) ∼Uniform (200,500) ∼Uniform (200,600) ∼Uniform (200,700) ∼Uniform (200,750) ∼Uniform (200,800)
tk
i
, tk′

i′ ∼Uniform (35,45) ∼Uniform (30,50) ∼Uniform (20,50) ∼Uniform (15,55) ∼Uniform (15,60) ∼Uniform (15,65) ∼Uniform (15,70)
etij, eti′ j′ ∼Uniform (50,150) ∼Uniform (40, 200) ∼Uniform (40, 250) ∼Uniform (30, 250) ∼Uniform (20, 300) ∼Uniform (20, 350) ∼Uniform (20, 400)
∝i′ , ˇi′ ∼Uniform (40,115) ∼Uniform (40,125) ∼Uniform (30,135) ∼Uniform (30,145) ∼Uniform (20,155) ∼Uniform (20,165) ∼Uniform (20,175)
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Table  4
Results in small-sized test problems for the first stage.

No. of test problems Exact method SA (300 iterations) Proposed HSA (300 iterations)

Best solution Time (s) Best solution Time (s) Gap (%) Best solution Time (s) Gap  (%)

1 4283.4 2.1 4442 7.2 3.70 4365.2 6.8 1.91
2  11,715 5.2 12,379 8.1 5.67 12,031 7.3 2.70
3  16,467 9.4 17,586.8 10.8 6.80 17,336.5 10.1 5.28
4 21,116 10.6 22,654.2 10.3 7.28 22,322 9.9 5.71
5 22,446 11.1 23,889.9 11.5 6.43 23,416 10.4 4.32
6  27,123.8 15.0 28,558 12.2 5.29 27,961.9 11.2 3.09
7  34,696 44.5 36,968.1 13.6 6.55 36,122.3 12.7 4.11
Average 19,692.5 13.9 20,925.4 10.5 5.96 20,507.8 9.8 3.87

Table 5
Results in small-sized test problems for the second stage.

No. of test problems Exact method SA (300 iterations) Proposed HSA (300 iterations)

Best solution Time (s) Best solution Time (s) Gap (%) Best solution Time (s) Gap  (%)

1 56,122 4.5 57,794.4 10.9 2.98 56,694.4 9.1 1.02
2  111,542.2 15 116,751 13.2 4.67 114,677 11.6 2.81
3  151,448 16.7 159,171.8 15.8 5.10 158,354 13.4 4.56
4  187,723 18.0 200,506.6 17.1 6.81 198,103.8 14.9 5.53
5 217,932 20.2 231,073 19 6.03 230,790 16.3 5.90
6  256,535.4 31.4 273,979 18.2 6.80 265,232 15.5 3.39
7 306,856 110.3 325,881 19.3 6.20 320,664.5 17.8 4.50
Average 184,022.7 30.9 195,022.4 16.2 5.51 192,073.7 14.1 3.96

Fig. 8. Convergence rate for the seventh large-sized test problem in the second stage.

Table  6
Results in large-sized test problems for the first stage.

No. of test
problems

No. of suppliers No. of cross-docking centers No. of customers SA (500 iterations) Proposed HSA (300
iterations)

Proposed HSA  (500
iterations)

Best solution Time (s) Best solution Time (s) Best solution Time (s)

1 25 10 30 31,045 294 30,938.4 226.3 30,413 284.9
2  30 12 35 36,106.1 412.2 37,028 249 34,694.4 402
3  35 15 40 33,639 469 33,261.3 277 32,007 414.4
4  40 18 45 42,902.2 411 40,996.8 305.2 40,666 400
5  45 20 50 44,957.4 438 45,285 242 41,464.8 392.7
6  50 24 55 

T
t
a
s
5
s

7  55 28 60 

Average 40 18 45 

he best results are provided for 500 iterations in all large-sized
est problems. The runtime of the presented HSA meta-heuristic
lgorithm is acceptable for solving these problems. For the first

tage of the proposed model, the maximum runtimes in 300 and
00 iterations are 336.6 (s) and 514.8 (s), respectively, and for the
econd stage the maximum runtimes are 600 (s) and 809.3 (s) for
51,429.3 498.2 50,201 333.1 48,771 482.9
56,569.6 539.4 64,273.5 336.6 53,696.8 514.8
42,378.4 437.4 43,140.6 281.3 40,244.7 413.1

the seventh large-sized test problem. Also, the convergence rates
of the proposed hybrid meta-heuristic algorithm are depicted in
Figs. 7 and 8 for this test problem. Finally, the results illustrate that
the proposed HSA meta-heuristic algorithm for solving the loca-
tion and routing scheduling problems with multiple cross-docking
centers can perform well and converge fast to reasonable solutions.
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Table  7
Results in large-sized test problems for the second stage.

No. of test problems No. of suppliers No. of cross-docking centers No. of retailers SA (500 iterations) Proposed HSA (300
iterations)

Proposed HSA (500
iterations)

Best solution Time (s) Best solution Time (s) Best solution Time (s)

1 25 10 30 478,128 723.7 474,378 477.8 459,690 695
2 30 12 35 510,090 800.6 510,981.1 524.6 491,754.1 763.2
3 35 15 40 521,123 748.9 513,981 511 483,146.4 727.9
4 40  18 45 470,909.7 847 470,099.6 566 461,325.5 791.6
5  45 20 50 559,943 813.9 552,716.5 598.6 514,339.5 798
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. Conclusion

In this paper, new location and routing scheduling problems
ave been addressed in cross-docking distribution networks. Single
eriod multi-echelon logistic network, including suppliers, cross-
ocking centers and customers, has been presented where a single
roduct can be shipped through multiple cross-docking centers
o meet customers’ demands. The nature of these problems is
he NP-hard in the strong sense, and formulated as a mathe-

atical programming. A two-stage mixed-integer programming
MIP) model has been proposed for the location of cross-docking
enters and vehicle routing scheduling problems with multiple
ross-docking centers for the distribution networks in the supply
hain. To solve the presented two-stage MIP  model, in this paper

 new two-stage hybrid simulated annealing (HSA) algorithm with
abu list has been introduced. In the algorithm by the combina-
ion of simulated annealing (SA) and tabu search (TS), not only
he number of solution revisits but also computational time to
btain a near-optimal solution has been remarkably decreased. The
resented algorithm characterizes a special solution representa-
ion for the location and routing scheduling in the cross-docking
istribution systems. To validate and verify the proposed HSA,
ourteen randomly generated test problems with different-sizes
ave been solved by the HSA and exact algorithms. The presented
olving approach has been illustrated to be efficient in finding
ear-optimal solutions for a variety of problem instances in terms
f runtime and solution quality. The computational results have
een very competitive in comparison with the optimization soft-
are. The HSA can be properly utilized in situations where popular

ommercial solvers are unavailable in large-sized location and
outing scheduling problems in real-life applications for the sup-
ly chain management. Future research can be recommended in a
ew directions. It is interesting to consider the multi-commodity
onsolidation by considering time windows constraints in the pro-
osed cross-docking distribution network. Another extension is to
ake account of uncertain parameters (e.g., fuzzy and stochastic
alues) due to the complex nature of the cross-docking systems
n order to become a more realistic and practical mathematical

odel. Also, recent local search methods can be extended because
f their potential to enhance the performance of the proposed solv-
ng approach to search the near-optimal solution in the reasonable
ime.
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568,769.1 809 550,168 577.4 520,957 757
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