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Abstract — In this paper we propose a new approach to 

clustering Web-based content that could be leveraged by users’ 

preferences. These preferences may imply grouping or dividing 

the initial clusters so that the resulting clusters represent users' 

profiles. This approach could be applied to recommend different 

textual contents, based on the clusters or per user. We conduct a 

summarized survey of what is the state-of-the-art towards a 

personalized and interactive manipulation of data by users and 

present the general configuration of our method and some 

preliminary results well as the objectives for future work. 

Text Mining; Clustering; Profiling; Statistical Models; Web 2.0 

I.  INTRODUCTION 

The research in recommender systems has shown that there 
is still space to explore new systems and improve the existing 
ones. We’re conducting the research on a “hybrid” approach, 
such as in [1] – authors mention three categories: content-
based, only the content of an item is relevant to any 
recommendation; collaborative, users’ interaction is what 
builds recommendations; hybrid, the recommendations are 
mixed from the analysis of items and users’ actions – because 
the content of items being recommended has the same 
relevance as the historical preferences shown by users. 

What we intend is to build a dynamical, adaptive and 
feasible method to extend users’ profiles using information 
gathered from other users. 

The clustering of contents is complemented with 
information of users’ preferences and this determines the new 
grouping or division of each cluster of documents where circles 
of interests are built around users’ choices providing more 
insight of what users prefer. 

This technique is applied to location-based events where 
experimental users are invited to select or unselect those events 
that are relevant to them. The choice is not restrict to location 
or time constraints as only the name and the description is 
shown. 

The resulting clusters could be applied to other textual 
contents to conduct customer profiling or shopping cart such as 
in [2].  

The convergence of the clusters, resulting from the 
application of KMeans algorithm to our dataset, with the users’ 
profiles, acquired with their selection of items, is one of the 

proof-of-concepts we’ll use. 

To test our results we’ll apply acquired profiles and clusters 
to a different dataset (e.g.: events versus news articles) within 
the same lexicon (e.g.: information technology).  

II. RELATED WORK 

In unstructured textual documents one can use machine 
learning techniques, like classification or clustering, to conduct 
data analysis [3] and build recommender systems, based on 
textual items. These systems are capable of relate and 
recommend new items to users using their profiles to determine 
which new items are the most appropriate recommendations. 

Application of the term-based frequencies vectors to 
represent each document as in [4] has been the most common 
way to conduct comparisons and find patterns in textual 
methods where frequencies or binary occurrences may be 
discarded in favor of Term Frequency – Inverse Document 
Frequency (TF-IDF) transformation [5]. The potential growth 
of such intelligent applications is enormous and thus can 
deliver new deals and leverage current businesses feasibility 
and profitability [6]. 

A. Documents Categorization 

To determine the best approach we've analyzed forms of 
categorizing documents in groups found in the literature related 
to Data Mining, more specifically classification algorithms, 
such as those in [7] where we intended to use all historical 
behavior from such users. 

The Memory-Based Approach and the Naϊve Bayes 
Classification [8] are among the most common ways to 
categorize new emails as spam or legitimate and later works try 
to apply the same techniques to users’ profiles [9]. 

In [10] authors applied Latent Semantic Analysis to 
transform narrow terms in more broad and meaningful terms to 
represent each group of documents, clustered by unsupervised 
learning. 

B. Profiling Patterns 

Recommender systems may require initial profiles [11] as 
the classification mechanisms are not trained for each user’s 
preferences. 

 Also in [13] tagging mechanisms form the basis to 
evaluate recommendations where relevance presented by each 



 

object is combined with distance measures to form the final 
recommender system. 

Although these approaches can be more common that the 
one in [14] the latter takes in account other information that 
implicitly profiles each user by tagging each user to the 
website that has been visited and thus analyze which items 
were related to that user's profile. The profiles are made 
through the neighborhood of related websites, based on each 
website terms. 

Recommender systems may also demand undesired effort 
for users' to evaluate if the new items are appropriate [13]. 

In [15] authors mention the subjectivity of users’ input to 
construct profiles based in content tagging and that this 
construction requires deeper knowledge from users’. Although 
their experiment is somehow related to ours, as it builds 
profiles from real-time usage and aggregates information 
between users, but it uses access logs to personalize contents 
of a unique website – it does not extends profiles to other 
datasets. 

These experiments in a unique source could be somehow 
better for large enterprises in which each enterprise website 
has plenty of information and users’ itself. The research in 
[16] also builds profiles from access logs but the major 
difference is in gathering information from users automatically 
as it tracks the evolving profiles through several web sessions. 

For our goal we intend not only to build profiles with 
multiple purposes but that the system could also recommend 
users’ from different topics – represented by groups of 
concepts. In [17] this goal is achieved with classification 
mechanism, where each user must present his profile prior to 
the recommendation which requires the undesired effort as 
mentioned above. Our in [18] where an “explicit” profile is 
built prior to the redefinition of web search mechanisms with 
the same goal of personalize web search results. 

The benefits of building empirically users’ profiles without 
prior interaction is also mentioned in [19] where web search 
results are redefined towards personalization. The authors 
conducted experiments to use users’ context, i.e. the historical 
behavior and related users’ profiles, to achieve better 
recommendations – where the evaluation of the mechanism 
was based on Relevance Feedback query reformulation 
strategy – which could be of use to our present work if we 
were basing the recommendations on users’ input of desired 
items. In [20] authors also intend to improve web search as 
conducting an analysis on how the grouping of items into 
concepts and theirs’ relations could leverage personalization of 
resulting items in a web search query. The same goal is 
mentioned in [21] where users’ behaviors is analyzed to build 
profiles that are then matched with pre-analyzed web search 
results to a given query, where profiles and contents are 
described according to the same ontological references. 

III. DYNAMIC FORMULATION OF CONCEPTUAL GROUPS 

In our approach a new method is proposed that leverages 
KMeans flexibility and performance in content-clustering with 
awareness of users’ profiles. This approach allows clusters to 
acquire subjective meaning as users’ actions imply 

transformations in KMeans initial clusters.  

A. Collecting Resources 

Our first requirement was to have items in which users 
could explore theirs interests and choose the relevant for them. 

To accomplish our goals we’ve decided that the items were 
events – with a title, location, description and date – that users 
could select planning to attend. 

Our main goal was simply to test this approach. We’ve 
determined to use Information Systems (IT), generally 
speaking, related events. This decision was partly because test-
users with that profile were available for our usability 
experiments. 

In order to achieve a large enough data set we’ve built a 
Web crawler to navigate automatically through predetermined 
websites, repositories of IT events, and extract all events in 
those repositories to our own database. 

B. Content Analysis 

When conducting the content analysis we start by 
comparing Weka

1
 and RapidMiner

2
 and we’ve decided to use 

RapidMiner, given the analysis summarized in Tab. I. 

TABLE I.  Machine Learning Systems Comparison 

Alternative 

Open 

Source 

License 

Built-in 

machine 

learning 

Final 

Process 

Drag-and-

drop 

Design 

Built-in 

stemmers 

and 

lemmatizers 

Built-

in API 

Weka Yes Yes No No Yes 

RapidMiner Yes Yes Yes Yes Yes 

 

The database contains 4194 events (our universe or 
documents). There are around 6700 unique terms not 
considering punctuation or other common English stop words. 
The 6700 terms considered only the base form of stemmed 
words – reducing words to their syntactical base. 

C. RapidMiner Process 

Our process retrieves all events universe and for each one 
tokenizes its terms and reduces terms to their base form. The 
terms universe are reduced by top and bottom limits of 
occurrences and the clustering by Kmeans takes place. 

After debugging we’ve concluded that most of the terms 
were not semantically significant and processes ran on 
RapidMiner led us to conclude that around 150 terms (if some 
terms occurs below 20 percent and above 0.2 percents of the 
universe it is used) and 10 initial clusters was more 
appropriate because: 1) above 150 terms there were only 2 
referring documents which may imply high interrelated 
concepts; 2) above 10 clusters these start to be almost “empty” 
with only 2 or even 1 events; and 3) below 10 clusters some of 
them have almost 30% of the universe, what also may imply 
the same as in 1). 

These results are consistent with our expectations for 

                                                           
1
 http://www.cs.waikato.ac.nz/ml/weka/ 

2 http://rapid-i.com/content/view/181/190/ 



 

events selected only in the IT universe. 

D. Initial Clustering 

The initial 10 clusters are calculated by KMeans algorithm 
based on absolute frequencies of each term on the dictionary 
in each event. 

In our approach the documents are gathered and clustered 
before the initial deployment of the application to users to 
guarantee that there is already a recommendation based only 
in the content. The RapidMiner process deploys 10 clusters 
and the terms' absolute frequencies on application startup. 

The application deployment takes care of gathering 
events', frequencies of terms – based on a dictionary of 150 
words – and acquires the events’ groups based on the 
definition files deployed by RapidMiner. 

E. Users’ selection of events 

In Plan2See users’ selection of events impacts the initial 
data structure that may be transformed to respond to these 
selections. 

An interface was developed with aid of the Tapestry 
framework where users can select and unselect events and also 
search for relevant subjects. 

Whenever a selection is made, whether an event is selected 
or unselected, the application has to evaluate if changes are to 
be made in the existing clusters, by grouping similar users’ 
interests or dividing groups to narrow these interests. 

F. Grouping and Dividing 

Every selection is evaluated by its’ importance to the data 
model. If users often select events from any two ungrouped 
clusters then the application should evaluate the possibility of 
grouping the clusters. If the application detects that users are 
selecting only part of a cluster and that part is not related to 
the remaining events in that cluster the application should 
consider dividing this cluster. 

These changes happen for all users' selections but occur for 
each user event to simplify our usability tests. 

When any cluster is divided two new clusters arise based 
on the old one. The dividing mechanism selects each event in 
the old cluster and computes the Euclidean Distance from the 
event to the centroid of the user selected events (a) and the 
Euclidean Distance from the event to the centroid of the old 
cluster without the selected events (b) – if a is smaller than b 
the event goes to a cluster; otherwise it goes to the other. 

G. Evalutian Relation Between Subsets 

Above we’ve presented the method to determine if 
grouping or dividing is required based on subsets relation 
evaluating. To calculate if two subsets of events are related or 
unrelated we conduct a T-Test on terms frequencies of both 
subsets. 

The steps to conduct a T-Test are: 

I. Calculate the mean points for each subset, based on 

terms frequencies as “centroids”; 

II. Discard irrelevant dictionary term t that do not occur 

in any document I on both subsets; 

 ∃ �������	
��� > 0 (1) 

III. A list of relevant terms is built upon a percentage, 

which is a configurable variable, of the terms with the higher 

frequencies in both subsets which results in k; 

IV. Set k as the number of relevant terms; 

V. Calculate each term’s frequency ��  and standard 

deviation ��; 

VI. Calculate confidence interval where T represents the 

cumulative probability of a T-Distribution with k degrees of 

freedom 

a. Calculate confidence interval bottom value ��for each 

term as in Equation (2). 

 �� =
����∗��

�
 (2) 

b. Calculate confidence interval top value �� for each 

term as in Equation (3). 

 �� =
����∗��

�
 (3) 

VII. If the ��  values of a subset are between the confidence 
interval of the other subset or if the �� values of a subset are 
between the confidence interval of the other subset then the 
subsets are related and grouping of subsets can be done; 
otherwise dividing a cluster can be made. 

IV. PRELIMINARY RESULTS 

We’ve conducted three tests to verify the application 
capability with the previous logic. In these tests parameters 
were set so that a small number of user actions could cause 
changes in the clustering. In a real system more evidence 
should be gathered before actual changes could occur. 

In the first test one group was built were the main subject 
was not precisely defined. The events’ categories ranged from 
AGILE project management or CLOUD COMPUTING as 
well as other subjects. While selecting events, with only one 
user, focused only in a specific category, such as only 
selecting events with AGILE on the description and title, the 
application started dividing the cluster and a new group based 
on AGILE-related documents was formed. 

Test two took place with two well-defined groups: one 
group of events related to SCRUM and other related to 
AGILE. While selecting events, with only one user, focused in 
both groups the application started grouping both clusters in 
one. 

The third test had the purpose of grouping and dividing 
clusters with more than one user. We’ve built two clusters 
each one with its category: SCRUM versus AGILE. Both 
clusters had the general category PROJECT. User 1 selected 
some events from both groups and the application grouped 
all. When user 2 selected some events only with AGILE the 
application divided the clusters and the original datasets were 
reestablished. 

We’ve concluded that the application is now ready to be 
used in live mode with several users selecting events' 
preferences. 



 

V. FUTURE WORK 

Although this research is under progress we’ve already 

determined the form to conduct our resulting clusters analysis 

as we’ll collect real users’ preferences with the application 

deployment. 

While collecting users’ preferences we’ll validate if the 

dictionary, i.e. the terms that are used for distances measures, 

are appropriate. Several experiments with different 

dictionaries will have to be conducted to determine which one 

is the best fit for our dataset. 

The clusters resulting from the application deployment 

need to be checked against users’ preferences. The objective is 

to check if clusters’ centroids are moving towards users’ 

preferences using measures like Euclidean Distance. This 

evaluation depends on the final results of the application 

deployment. 

The effectiveness of profiles most be certified by 

evaluating results with other content items of the same type. 

We will use other content, like IT news articles, as new items 

to recommend when evaluating clusters’ feasibility. For nw 

items that correspond to any cluster, given its content, we’ll 

present users the ones that are relevant (if the user has selected 

any event from that cluster) – positive or negative feedback 

will be asked to evaluate results.  
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