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Power efficiency and coverage preservation are two important performance metrics for a
wireless sensor network. However, there is scarcely any protocol to consider them at the
same time. In this paper, we propose a flow-balanced routing (FBR) protocol for multi-
hop clustered wireless sensor networks that attempts to achieve both power efficiency
and coverage preservation. The proposed protocol consists of four algorithms, one each
for network clustering, multi-hop backbone construction, flow-balanced transmission,
and rerouting. The proposed clustering algorithm groups several sensors into one cluster
on the basis of overlapping degrees of sensors. The backbone construction algorithm con-
structs a novel multi-level backbone, which is not necessarily a tree, using the cluster
heads and the sink. Furthermore, the flow-balanced routing algorithm assigns the trans-
ferred data over multiple paths from the sensors to the sink in order to equalize the power
consumption of sensors. Lastly, the rerouting algorithm reconstructs the network topology
only in a place where a head drops out from the backbone due to the head running out of
its energy. Two metrics called the network lifetime and the coverage lifetime are used to
evaluate the performance of FBR protocol in comparison with previous ones. The simula-
tion results show that FBR yields both much longer lifetime and better coverage preserva-
tion than previous protocols. For example, FBR yields more than twice network lifetime
and better coverage preservation than a previous efficient protocol, called the coverage-
preserving clustering protocol (CPCP) [18], when the first sensor dies and the network cov-
erage is kept at 100%, respectively.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Advances in miniaturization and low-power design
have enabled the development of extremely small and
low-cost sensors that possess sensing, data processing
and transmission capabilities. Wireless sensor networks
(WSNs) are usually composed of a large number of sensors,
which are densely and randomly deployed over inaccessi-
ble terrains and are utilized in applications such as
environment surveillance and security monitoring [1]. In
most applications, data sensed by the sensors are sent to
. All rights reserved.
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a central station, usually called the sink, directly (in single
hop) or via multiple intermediate sensors (in multi-hop).

One of the most critical constraints of WSNs is the
power limitation, and therefore it is important to design
an energy-aware protocol to prolong the lifetime of a sen-
sor network. Two metrics are usually used to show the life-
time of a sensor network [2,3]: network lifetime and
coverage lifetime. Those metrics indicate the durations from
the beginning instant of the network operation to the in-
stant when a given percentage of sensors die and the ratio
of the current coverage by the active sensors to the initial
coverage by all the sensors drops below a predefined
threshold, respectively. In this paper, we aim to design a
new data aggregation protocol that yields longer network
lifetime and better coverage preservation.

http://dx.doi.org/10.1016/j.adhoc.2012.08.001
mailto:to.are@sk.tsukuba.ac.jp
mailto:ybzhang@sk.tsukuba.ac.jp
mailto:ybzhang@sk.tsukuba.ac.jp
mailto:kei@nii.ac.jp
http://dx.doi.org/10.1016/j.adhoc.2012.08.001
http://www.sciencedirect.com/science/journal/15708705
http://www.elsevier.com/locate/adhoc


542 Y. Tao et al. / Ad Hoc Networks 11 (2013) 541–554
Techniques such as network clustering, sensor schedul-
ing, and multi-hop transmission are widely used to im-
prove energy efficiency for WSNs [4–18]. Clustering is a
technique to group several sensors into a cluster with
one as the head and the others as the members. Each mem-
ber sends data to the head and then the head conveys the
aggregated data to the sink. Most previous clustering ap-
proaches [4–7] mainly focus on the head selection and
the cluster construction, rather than the coverage preser-
vation and the data routing after the cluster formation.
Sensor scheduling is a technique used in [18–21] to put
some sensors into the sleep mode whose sensing areas
are totally covered by other sensors. This technique can
be combined into the clustering process, and it usually
faces the challenges of network connectivity and coverage
preservation. Multi-hop transmission has generally been
considered an efficient energy-saving approach for large-
scale sensor networks [8–18], and the tree rooted at the
sink is the most commonly used multi-hop topology. How-
ever, the tree topology has an inherent drawback in that
each sensor has only one path to the sink, and therefore
the data flow passing through each sensor may be imbal-
anced, resulting in some sensors running out of their en-
ergy quickly. To balance the traffic flows to the sink and
equalize the residual energy among the sensors, most pre-
vious approaches periodically perform the cluster forma-
tion and the network construction. Periodic re-clustering
and network reconstruction would shorten the lifetime
since the overhead cost for transferring the control mes-
sages between the sensors cannot be ignored.

In this paper, we propose a new flow-balanced routing
(FBR) protocol to achieve power efficiency and coverage
preservation. In contrast with previous protocols, the
whole network clustering and construction are performed
only once at the beginning of the network operation. The
network is reconfigured will be performed locally only in
a place where any sensor runs out of its energy. Further-
more, the network topology may not be a tree structure
but a multi-level hierarchy, where each sensor may have
multiple paths to the sink. In FBR, we first propose a clus-
tering algorithm to determine the cluster formation on the
basis of the overlapping degree of each sensor, which is de-
fined as the ratio of the overlapping area with other sen-
sors to the whole sensing area of the sensor. Then, we
propose a hierarchical network construction algorithm
that constructs a multi-level backbone with the sink at
the top level and the cluster heads at lower levels. All the
parents of a head should be at the same level which is
one higher than the head. A head can transfer its data to
the sink through any path via its parents. We propose a
flow-balanced routing algorithm that assigns the data flow
from a cluster head to the sink to equalize the residual en-
ergy of the head’s parents. Furthermore, to reconfigure the
network topology, we propose a local rerouting algorithm
to reconfigure the network topology when any head drops
out of the backbone. The main contributions of our work
can be summarized as follows.

1. Our proposed protocol takes into account the overlap-
ping degrees of sensors in the clustering decision,
resulting in better coverage preservation.

 
 

 

2. By organizing the cluster heads into a hierarchical
multi-level backbone, each cluster head may have mul-
tiple paths to the sink, and by using our proposed flow-
balanced routing algorithm the flow from each head to
the sink can be distributed to its parents, resulting in
energy balance between sensors.

3. Since the network reconfiguration is performed only
when a cluster head runs out of its energy and only in
a place where the exhausted head drops out of the
backbone, the energy needed for network construction
is reduced greatly.

The remainder of this paper is organized as follows. Sec-
tion 2 briefly introduces some important related works.
Section 3 describes the network model. Section 4 presents
our four algorithms used to construct network and route
data over the network. Section 5 shows the performance
evaluation by simulation, and Section 6 gives our
conclusions.
2. Related work

A number of energy-based data aggregation protocols
have been proposed [1,3]. In this section, we summarize
the related works regarding the network clustering, the
power scheduling, and the multi-hop transmission, respec-
tively, and say how our protocol differs from them.

Most clustering approaches attempt to achieve the
energy efficiency for data aggregation in WSNs [1]. Low-
energy adaptive clustering hierarchy (LEACH) [4] is a
well-known and simple distributed clustering approach
wherein each sensor elects itself as a cluster head with a
certain probability, and then the cluster heads act as routers
aggregating and transferring sensing data to the sink
directly. A centralized version of LEACH, called LEACH-
centralized (LEACH-C) [5], was proposed wherein each
sensor sends its location information along its residual
energy to the sink, and then the sink computes the average
energy of all the sensors. Then, the sink decides the
incapable nodes whose residual energies are below the
average energy. Another extension, called the hybrid
energy-efficient distributed clustering (HEED) approach
[6], considers the residual energy of each sensor and at-
tempts to obtain a well distribution of the cluster heads in
the service area. The computation time of HEED is extremely
long since the probability of becoming a head is computed
iteratively depending on the residual energy of each sensor.
Recently, a coverage-based clustering approach was pro-
posed [18]. The coverage cost of a sensor is defined to be in-
versely proportion to either the total energy of neighboring
sensors or the overlapping redundant degree with neigh-
boring sensors. The basic idea of our proposed clustering ap-
proach is similar to that of CPCP, but our proposed approach
only calculate the ratio of the area of each sensor that over-
laps with other sensors, resulting in a simpler mechanism.

Power scheduling is a technique to switch some sensors
off to save power while keeping the network connectivity
to satisfy a given coverage preservation requirement
[10,18–21]. An approach called SPAN [19] was proposed
to save power consumption by putting some nodes into



Fig. 1. The sensing and the transmission areas of sensor i(R = 2r,k = 1).
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sleep mode for ad hoc wireless networks. SPAN attempts to
switch off such nodes that do not affect the network con-
nectivity by maintaining the information of the two hop
neighbors in real time. However, it is not given how to turn
a sleeping node on again if the network connectivity is
damaged since some active nodes run out of their energy.
Furthermore, as pointed out by Zhang and Hou in [27],
the power saving for a wireless ad hoc network and a wire-
less sensor network is generally different from each other.
It may be difficult to apply SPAN directly for a sensor net-
work. A coverage configuration protocol (CCP) [20] tries to
achieve a given coverage goal by turning off as many sen-
sors as possible while keeping the network connectivity. In
a coverage-aware protocol [18], called CPCP, two kinds of
coverage preservation approaches were proposed. One is
based on the coverage redundancy defined by the number
of sensors at each point, and therefore if the sensing area of
a sensor is covered by more sensors, the sensor will have a
higher priority to be a cluster head. The other is based on
the coverage energy defined by the total residual energy
that can be used to monitor a location, and therefore if
there are more total residual energy that can be used to
monitor sensing area of a sensor, the sensor will have a
higher priority to be a cluster head. The drawback of this
protocol is that it may take much time to calculate the
two parameters. On the other hand, in our proposed ap-
proach, only the sensing area of a sensor and the area
where the sensor and its neighboring sensors overlap are
needed in computation.

Multi-hop transmission is generally more efficient to
reduce power consumption than the single-hop transmis-
sion [28]. Multi-hop transmission can be achieved for in-
tra-cluster or inter-cluster data transmission. In the
former, members of a cluster can transfer the sensed data
to the cluster head through multiple intermediate mem-
bers [9–11], while in the latter [8,12], a backbone network
is constructed with the cluster heads. Inter-cluster trans-
mission has been widely used in previous research. In an
inter-cluster transmission approach, a cluster head sends
the aggregated data from its members to the sink via mul-
tiple intermediate cluster heads. An example of a multi-
hop transmission mechanism can be found in the IEEE
802.15.4 standard [13], wherein a personal area network
(PAN) coordinator triggers the formation of a cluster-tree
and works as the root of the cluster-tree. It broadcasts a
beacon message to its neighboring coordinators. A coordi-
nator receiving the beacon decides whether to join the tree
and, if it does, it also broadcasts the beacon to its neigh-
bors. The standard does not give the details of how to
determine the route from each coordinator to the root.

Some recursive approaches are used to construct hierar-
chical clustering networks [15–17]. The distributed hierar-
chical agglomerative clustering (DHAC) approach [17] is a
bottom-up network construction scheme wherein some
nearby sensors are first grouped into a cluster and a sensor
with the smallest identification number is elected as the
head. Then, the neighboring clusters are grouped into a lar-
ger cluster also with the smallest identification number as
the head. This process is repeated until the cluster size
reaches a given threshold. The energy-efficient multi-level
clustering (EEMC) approach [16] is a centralized and

 
 

 

top-down clustering scheme wherein the network topol-
ogy is constructed from the sink. The sink first collects
the location and energy information of all the sensors
and then determines the heads on the level next to it and
the members of each head. Each head then collects the
information of its members and determines the heads on
the level next to it again. This process is repeated until
the number of levels equals the optimal expected value.
Some approaches proposed for single hop transmission
such as HEED [6] can be extended to construct a multi-le-
vel network by using a recursive approach similar to [15].
We implemented the hierarchical version of HEED, named
M-HEED, for comparison. The main problems in those
recursive approaches are that they converge very slowly
as the head selection and cluster formation has to be done
recursively in each level.

Since most multi-hop transmission approaches are
based on a tree topology, the traffic flow passing through
the sensors may be unbalanced [22]. To alleviate the flow
imbalance problem, some approaches [23–26] try to find
and use alternative tree structures for data transmission.
However, they face the problem of how to find and when
to use the alternative trees and most importantly they can-
not resolve the problem of the flow imbalance. In our ini-
tial work [33], we proposed a flow-balanced protocol that
constructs the network in multiple levels and in which
the network topology may not be a tree structure. There-
fore, each head may have multiple paths to the sink and,
by balancing the traffic flow on each path, can equalize
the energy consumption of each head. Furthermore, we
propose a new cluster formation approach that preserves
the network coverage in a simple but efficient way. In clus-
ter formation, a sensor with a larger overlapping degree is
selected as a cluster head with a higher priority. An effi-
cient scheme is also proposed to reduce the power con-
sumption of a sensor in sleep mode.
3. Network model

In this paper, we consider only one sink and a set of
homogeneous sensors, denoted by S, that are deployed ran-
domly over the target field. The target field is indicated as
M � N square units. It is assumed that the sink can reach all
the sensors in the target field and has no energy limitation.
Each sensor has a given unique identification number and a
limited sensing range, denoted by r, which covers a disk
area centered at this sensor with radius r as shown in
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Fig. 1. The data sensed by a sensor can be transferred to the
sink directly in single hop or via multiple intermediate
sensors. The transmission range of a sensor, denoted by
d, can only be tuned to one of the discrete distances kR
(k = 1,2, . . .), i.e., d = kR where R denotes a given fixed dis-
tance called the cluster range in this paper. Generally, R is
larger than or equal to r and the transmission range d is
shorter than the distance from a sensor to the sink.

The sensors within the cluster range of sensor i, R, are
called the neighbors of sensor i, denoted by Ni. On the other
hand, the sensors located in the area with the distance less
than 2r from sensor i are called the friends of sensor i, de-
noted by Fi, and the sensing areas of sensor i’s friends
may overlap with that of sensor i. Since sensors are densely
deployed in the target field, the sensing area of a sensor
may commonly overlap with other sensors. The overlap-
ping degree of sensor i, denoted by qi, is defined as the ratio
of the overlapping area of sensor i with its friends to its
whole sensing area as follows.

qi ¼
1
Ai

[
j2Fi

Ai \ Aj; ð1Þ

where Ai denotes the sensing area of sensor i and Ai \ Aj de-
notes the area sensor i overlaps with its friend j. Obviously,
we have 0 6 qi 6 1, and when qi = 1 it means that the sens-
ing area of sensor i is totally covered by its friends. Fig. 2
illustrates an example in which sensor i has two friends, j
and k, and the area sensor i overlaps with sensors j and k
is colored gray. Some methods to calculate the overlapping
area of multiple sensors are detailed elsewhere
[10,20,21,26,29].

The data aggregation is usually run periodically, i.e.,
once in a regular interval called a round. The cluster forma-
tion in most previous approaches [4,6,16–18] is performed
in each round. However, in our proposed protocol, the clus-
ter formation is performed only once on the basis of the
overlapping degrees of sensors at the beginning of the net-
work operation. Each sensor tries to become a cluster head
in accordance with the value of its overlapping degree i.e.,
the larger the overlapping degree of a sensor, the higher
priority to be a head. A head with q = 1 is used only for data
aggregation and transmission but not for sensing since its
coverage area totally overlaps with those of its friends. Fur-
thermore, a sensor with q = 1 other than a head is put into
the sleep mode and called a waiting node. A waiting node
does nothing but wait for the HELP message to replace an
exhausted nearby head. If a sensor with q < 1 receives a

 
 

 

Fig. 2. Overlapping area of sensor i with its friends j and k.
HEAD message from one of its friends, it becomes the
member of the head.

The cluster heads along with the sink are used to con-
struct a network topology as shown in Fig. 3, called the
backbone network, so that each cluster head can send the
aggregated data to the sink. The network topology is not
changed unless any cluster-head is dying or loses the con-
nection to the existing network. From Fig. 3, we can see
that the backbone is not a simple tree but a multi-level
hierarchical network in which each node may have multi-
ple parents belonging to the same level. Each node on the
backbone can send data to the sink only via its parent(s),
and multiple paths may exist from a node to the sink.

4. Proposed algorithms

Data are aggregated from sensors to the sink in two
phases: route construction and data transmission. In the
route construction phase, the sensors are grouped into
clusters on the basis of their overlapping degrees, qi, and
then a hierarchical backbone is constructed using the clus-
ter heads along with the sink at the top. In the data trans-
mission phase, the sensors send their sensed data to their
cluster heads and then the heads forward the data to the
sink probably via multiple paths. When a head runs out
of its energy or its residual energy becomes lower than a
predefined threshold, it drops out of the backbone and
the backbone is reconfigured. For the sake of simplicity,
neither the message transmission delay between the sen-
sors nor the computation time at the sensors is taken into
account.

4.1. Cluster formation algorithm

Unlike previous approaches, our proposed clustering
algorithm performs the cluster formation only once at
the beginning of network operation so that the overhead
for clustering is greatly reduced. Furthermore, a sensor
with the largest overlapping degree is selected to be the
cluster head to minimize the effect of the death of the sen-
sor. As a result, both the network lifetime and the coverage
lifetime can be extended.

At the beginning, the sink broadcasts a CLS_FORM(T0)
message to inform all the sensors to start the cluster
Fig. 3. Network model.
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formation, where T0 is a time limit for all the sensors to fin-
ish the cluster formation. After receiving the CLS_FORM(T0)
message, each sensor sets Di = (1 � qi)T0 and runs Algo-
rithm 1 to determine its own state, i.e., head, waiting node,
or member. When the timer t expires, the sensor bids for
the head with its neighbors. If there is more than one sen-
sor bidding for the head at the same time, the sensor with
the smallest identification number is selected to be the
head and it broadcasts a HEAD message to its neighbors.
If a sensor with q = 1 receives a HEAD message from one
of its neighbors, it tries to become a waiting node. Once a
sensor becomes a waiting node, it broadcasts a SLEEP mes-
sage to its friends. If a sensor receives a HEAD message
from a head who is one of its neighbors before its timer ex-
pires, it becomes a member of the head. On the other hand,
if a sensor receives a SLEEP message from a waiting node, it
recalculates its overlapping degree without considering
the waiting nodes in its friends.

Algorithm 1. Cluster formation algorithm

 
 

 

Our cluster formation algorithm is a distributed algo-
rithm. Each sensor, say, sensor i, exchanges its identification

number, location information, and state with its neighbors
and friends. Therefore, the number of messages transferred
between sensor i and its neighbors/friends is max(O(jNij),
O(jFij)). In the worst case where all the sensors in a cluster
are located in the same position, the overlapping degrees
need to be recalculated for jNij � 2 times, and the
computational complexity of our clustering algorithm is
O(jNij2). Furthermore, in the worst case where all the sensors
in the network are located in the same position, the compu-
tational complexity is bound by O(jSj2). However, in a general
case where the sensors are well distributed in the network,
we have jNij � jSj and the number of clusters and the cluster
size should be relatively small and the computational
complexity is similar to that of previous works like LEACH
[4]. Our cluster formation algorithm yields a well cluster
distribution similar to the HEED but in a different sense. In
HEED, a cluster head is determined on basis of the residual
energy levels of the sensors and there should exist one
cluster head within the cluster range of a sensor. On the other
hand, in our proposed protocol, there exists a cluster head
within the cluster range but the cluster head should be the
one with the largest overlapping degree among the sensors
in the cluster.
4.2. Backbone construction algorithm

The backbone is constructed by using the cluster heads
along with the sink at the top. The sink initially broadcasts
a BN_CONST message with a transmission distance of d = R
and with a parameter tuple (k = 1, l = 0, id = sinkid) where k
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denotes the parameter used for tuning the transmission
distance, d(=kR), l and id denote the level and the identifi-
cation number of the message sender, respectively.

When a cluster head, e.g., node i, receives the BN_CONST
message from its neighbors the first time, it joins the back-
bone and takes those neighbors as its parents, whose levels
are higher than those of others. After joining the backbone,
node i updates its level, l, to be one lower than its
parent(s). Then, node i broadcasts the BN_CONST message
with the transmission distance d, and with a parameter
tuple (k = 1, l, id = i), and then sends the sink an ON_BN
message to inform the sink of its existence on the back-
bone. Therefore, the sink knows whether any cluster head
is still not on the backbone. If a cluster head is not on the
backbone, the sink increments the value of k and then asks
the backbone nodes to broadcast the BN_CONST message
again. The value of k is increased until the BN_CONST mes-
sage reaches a new head that is still not on the backbone.
Note that a backbone node may have multiple parents and
once it connects to the backbone, its parent(s) is(are) not
changed.

The backbone construction algorithm is given in Algo-
rithm 2. The backbone construction process of a sample
network using Algorithm 2 is shown in Fig. 4. The sink
initially set k = 1, l = 0, id = sink, and asked the nodes on
the backbone to search for new heads. Node i received
the BN_CONST message from nodes 2 to 4 (Fig. 4) and then
determined its parents to be nodes 2 and 3 (Fig. 4). There-
after, node i set k = 1, l = 2, id = i, and broadcasted the
BN_CONST message with d(=R) but no new head could be
found. The sink incremented k and asked the backbone
nodes to do the search again, and node j received
BN_CONST messages from nodes 2, 4, and i as shown in
Fig. 4.

Algorithm 2. Backbone construction algorithm

Procedures executed by sink
1: broadcast BN_CONST(k = 1, l = 0,sinkid) with d(=kR)
2: if not receive the ON_BN message from all the

cluster heads then
3: k k + 1 and broadcast UPDATE(k) to all the

backbone nodes
4: go to step 2
5: end if

Procedures executed by a head
1: if receive BN_CONST(k, l, id) at the first time then
2: select backbone node(s) j with the lowest level

(lmin) as parent(s) and put it(them) in Pi

3: li lmin + 1,ki k
4: send ON_BN message to sink
5: broadcast BN_CONST with a tuple (k, li, i) and

distance d(=kR)
6: end if
7: if already on backbone and receive UPDATE(k)

from sink then
8: broadcast BN_CONST with a tuple (k, li, i) and

distance d(=kR)
9: end if

 
 

 

In backbone construction, if the BN_CONST message
cannot reach node i with the current value of k, the sink

increments k. By assuming that the distance between node
i and the sink to be dis, we have k 6 ddis

R e. For a network with
high density, a node can easily find a neighbor and so k
should typically be small. For example, in our simulation
model with a 150 � 150 m2 target field, 1000 sensors,
and the sink at (150,150), when we set R = 10, we have
k 6 3.
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4.3. Flow-balanced routing algorithm

Each backbone node, i.e., cluster head, collects the
sensed data from its members and then conveys the col-
lected data to the sink. A backbone node may have multi-
ple parents and therefore may have multiple paths to the
sink as shown in Fig. 5. Our goal is to balance the residual
energy of each backbone node in order to prolong the net-
work lifetime, that is, to equalize the residual energy levels
of the parents of a sensor after sending the collected data.
For example, assuming that a backbone node, say, node i,
had I-bit data to the sink and three parents whose current
energy magnitudes were 0.1 J, 0.3 J, and 0.4 J, respectively.
After transferring the data, the residual energy magnitudes
of the parents were equalized; e.g., they would become
0.1 J, 0.2 J, and 0.2 J, respectively.

The energy needed to send 1 bit data from one sensor to
another can be calculated by using the 1/sn path loss model
[30] as follows.

PrelayðsÞ ¼ ða1 þ a2snÞc; ð2Þ

where s is the transmission distance, a1 is the total energy
per bit consumed by the transmitter and the receiver elec-
tronics, a2 accounts for energy dissipated in the transmit
op-amp, c is the number of bits relayed per second, n is
the path loss exponent, and typically n takes a value be-
tween 2 and 5. Similar to Heizelman et al. [4], we calculate
the transmission energy by using the free space (s2 power
loss) and the multi-path fading (s4 power loss) channel
models as follows.

Et ¼
ðEe þ �fs2ÞI; if s < s0;

ðEe þ �ms4ÞI; if s P s0;

(
ð3Þ

where s0 ¼
ffiffiffiffiffi
�f
�m

q
, and Ee is equivalent to a1 in (2) and we set

it to 50 nJ/bit. Since the power control can be used to invert
this loss by appropriately setting the power amplifier, if
the distance is less than a threshold s0, the free space (fs)
model is used, that is, n = 2 and a2 is set to �f = 10 pJ/bit/
m2. Otherwise, the multi-path (mp) model is used, that
is, n = 4 and a2 is set to �m = 0.0013 pJ/bit/m4. The energy
needed to receive I-bit data can be calculated by

Er ¼ EeI: ð4Þ

Since each backbone node may have multiple parents,
the energy needed to send a given size message to each
of its parents needs to be estimated. Let Ej(j 2 Pi) to denote
the residual energy of node i’s parent j. Assuming that node
i has I-bit data, denoted by Ii, to the sink and that the flow
from node i to its parent j is denoted by Iij, then we have



(a) (b) (c)
Fig. 4. An example of a backbone construction.

Fig. 5. Multiple paths from node i to the sink.

Y. Tao et al. / Ad Hoc Networks 11 (2013) 541–554 547

 
 

 

Ii ¼
X
j2Pi

Iij: ð5Þ

Therefore, we can write the energy/bit consumption for
conveying data Iij at node j as

DEij ¼ ða1 þ a2ðkjRÞnÞIij ¼ ejIij; ð6Þ

where ej = (a1 + a2(kjR)n). Therefore, the residual energy of
node i’s parent j, denoted by Xj, after conveying data Iij

can be written as
Xj ¼ Ej � DEij ¼ Ej � ejIij: ð7Þ

Here, we attempt to let the following relation hold.

Xj ¼ E ¼ 1
P0i
�� ��X

l2P0i

Xj; j 2 P0i; ð8Þ

where P0i P0i # Pi
� �

denotes the set of node i’s parents to
which the flow from node i is greater than 0, i.e., for
Ej > E j 2 P0i

� �
; Iij > 0. According to Eqs. (5)–(8), we can

determine Iij. On the other hand, for Ej 6 E j 2 Pi n P0i
� �

, the
flow from node i to node j should be 0, i.e., Iij = 0. Therefore,
we have for j 2 Pi

Iij ¼
0; if Ej 6 E;
IiþEj

P
l2P0

i

1
el
�
P

l2P0
i

El
el

ej

P
l2P0

i

1
el

; if Ej > E:

8>><
>>: ð9Þ

The proposed routing algorithm is executed by each
node to determine the flow to each of its parents that sat-
isfies Eq. (9).

Algorithm 3. Data aggregation algorithm

1: get residual energy of parents Ej(j 2 Pi)
2: P0i  Pi

3: calculate Iij

4: if there is any parent j, Iij < 0 then
5: set Iij = 0 and remove j from P0i
6: goto step 3
7: end if
8: send flow Iij to parent j(j 2 Pi) that satisfy Eq. (9)
In flow-balanced routing, attempts are made to equalize
the residual energy of node i’s parents after data transmis-
sion. The calculation of Iij (line 3 in Algorithm 3) plays a key
role in determining the capable parents to which node i
can send some data. First, node i calculates the total energy
needed to convey data Ii and estimates the average energy
of its capable parents by ignoring those parents with en-
ergy lower than the average. This process is repeated until
all the capable parents have energy equal to or more than
the average energy. The computational complexity of this
process is bound by O(jPij2). Note that only the total resid-
ual energy of node i’s parents are considered here, and if
node i’s parents do not have enough energy to convey
the collected data, node i is regarded as an isolated node
with no capable parent. Then, the isolated node reconnec-
tion mechanism described in Section 4.4 is triggered.
4.4. Rerouting algorithm

Instead of reconstructing the whole backbone in each
round, we propose a local rerouting algorithm to do the
backbone reconfiguration only if the topological change
occurs in any place; i.e., if a node drops out of the backbone
due to its energy exhaustion. If the residual energy of a
backbone node becomes lower than a predefined thresh-
old, e.g., a given percentage, denoted by rth, of sensor’s ini-
tial energy, the node’s energy is exhausted and the
rerouting algorithm is triggered. The exhausted head tries
to find a new head in its neighbors to replace itself.



Table 1
Parameters used in simulation.

Parameter name Symbol Value

Field size 150 � 150 m2

Sink location (150,150)
Number of sensors S 1000
Sensing range r 5 m
Cluster range R 10 m
Transmission tuning parameter k P1
Initial energy E0 0.5 J
Transmission energy/bit Ee 50 nJ/bit
Amplifier energy (fs) �f 10 pJ/bit/m2

Amplifier energy (mp) �m 0.0013 pJ/bit/
m4

Data size I 2000 bits
Control message size msg 100 bits
Data compression ratio rdc 30%
Energy threshold ratio rth 30%
Head percentage (LEACH) p 5%
Head percentage (HEED) Cprob 5%
Energy threshold (HEED,CPCP) Pmin 10�4 J
Transmission range (broadcast)

(CPCP)
Rbc 20 m
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Otherwise, its descendants including the members in its
cluster and the children on the backbone lose the connec-
tion to the sink, and have to try to repair the connection to
the network by themselves. Our proposed rerouting algo-
rithm contains two phases: head replacement and isolated
node reconnection.
Fig. 6. An example of the hierarchical ne
In the head replacement phase, the exhausted head, e.g.,
node i, broadcasts a HELP message to its neighbors to find a
capable node to replace itself. A waiting node has a higher
priority to become the new head. To detect the HELP mes-
sage, the waiting node may keep the radio receiver on in
each round. Considering that overhearing is not energy
efficient [31], we can borrow the beacon scheduling way
from Ref. [32] by setting the radio receiver on only at the
beginning of each round to save energy. In this paper, we
also propose a new scheme for the waiting node to detect
HELP message. When the data aggregation begins, a wait-
ing node checks the residual energy of each head in its
neighbors at the beginning of the first and the second
rounds to estimate the remaining lifetime of the head, de-

noted by tr, i.e., tr � E2�E1rth
E1�E2

j k
, where E1 and E2 denote the

residual energy at the beginnings of the first and the sec-
ond rounds, respectively. To prevent a waiting node from
oversleeping, we can use a parameter b(0 < b < 1) and
determine tr as follows.

tr ¼ b
E2 � E1rth

E1 � E2

� �
: ð10Þ

Since there may be more than one waiting node in the
exhausted node’s neighbors, the waiting node with the
smallest id number is selected as the new head. However,
if no waiting node can be found, the node that has the most
residual energy and the ratio of the residual energy to the
twork topology constructed in FBR.
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initial energy is higher than rth is selected as the new head.
After the new head has been determined, the exhausted
head, say, node i, informs its members and children of
the result. If the new head, say, node j, is not a backbone
node, node i sends a REQ_HD(ki, li, i) message to j so that j
can determine its level and data transmission distance. In
the worst case, if node i cannot find any candidate node
to replace itself, it involuntarily throws away its descen-
dant(s), and just transfers its own sensed data to its parent
node(s) until its death. The abandoned members and chil-
dren become isolated orphans, and they have to find their
new head or parent(s) by themselves.

In the isolated node reconnection phase, a member of the
exhausted head who realizes its cluster head has gone will
try to find a new head. If it can successfully find a backbone
node in its neighbors, it becomes its member immediately.
However, if it cannot find any backbone node, but has
more energy than its neighbors, it becomes the new head
and sets k = 1. Otherwise, it invites the neighbor with the
most energy to become the new head, say, node j, and
set kj = 1.

An isolated head, say, node j, broadcasts a RECON(kj, lj, j)
message to connect to the backbone. If no backbone node
responds, it increments kj and then broadcasts the RECON
message again until it finds a backbone node. The rerouting
algorithm is illustrated in Algorithm 4.

Algorithm 4. Rerouting algorithm

 
 

 

5. Simulation
We compared the performance of our proposed HFB
with those of LEACH, HEED, M-HEED, CPCP, and HEED-
FBR using simulation. Two performance metrics, network
lifetime and coverage lifetime, are used for comparison.
The network lifetime is defined as the duration from the
beginning instant of the network operation to the instant
when any or a given percentage of the sensors die. On
the other hand, the coverage lifetime is defined as the
duration from the beginning instant of the network opera-
tion to the instant when the ratio of the coverage of the
current alive sensors to the coverage of the whole sensors
drops below a predefined threshold. The M-HEED ap-
proach is a multi-hop hierarchical version of HEED devel-
oped in this paper wherein the cluster heads are
constructed hierarchically using the recursive approach
proposed in HEED. Furthermore, HEED-FBR is a modified
version of FBR wherein the cluster formation algorithm is
replaced by HEED.

Our simulation program was developed using Java. The
parameter values used in the simulation experiments are
shown in Table 1, and the performance metrics were also
examined with various parameter values. A network model
with a 150 � 150 m2 square area was used. The sensors
were randomly deployed in the network but the sink was
located at the position (150,150). All sensors had an initial
energy of 0.5 J. We assumed that each sensor was assigned
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a unique identification number. In practice, a method [11]
can be used to assign distinct identification numbers to the
sensors. The data from each sensor to the sink were as-
sumed to be 2000 bits, and the sizes of the control mes-
sages exchanged between sensors and between a sensor
and the sink were assumed to be all the same and were
100 bits. Time in the experiments was proceeded in rounds
similar to previous protocols [4,6]. At the beginning of each
round, the cluster formation is performed in previous pro-
tocols but in our proposed protocol it is performed only
once at the beginning of the network operation.

 
 

 

Fig. 7. Network lifetimes o

Fig. 8. Coverage lifetimes
5.1. Lifetime comparison

To avoid any unfair treatment over previous ap-
proaches, we simulated those protocols with a wide range
of parameter settings and chose the best parameter combi-
nations for the comparison. The parameter values used in
the experiments are shown in Table 1. The simulation
experiment was repeated 10 times in order to calculate
the confidence intervals of the results. One example of
the network topology obtained using our FBR protocol is
shown in Fig. 6. From this figure, we see that the backbone
f various protocols.

of various protocols.



Y. Tao et al. / Ad Hoc Networks 11 (2013) 541–554 551
topology is a novel multi-level structure, rather than a sim-
ple tree, and some nodes have multiple paths to the sink.

Fig. 7 compares the network lifetime of our FBR proto-
col with those of LEACH, HEED, M-HEED, CPCP, and
HEED-FBR. The results shown in the figure were obtained
as the sample means of 10 experiments with 95% confi-
dence intervals. Since the half widths of the confidence
intervals are all less than 2% of the sample means, they
are not shown in the figures. We see from this figure that
CPCP outperforms other conventional approaches and
FBR yields a much longer lifetime than the others. The life-
time of FBR when the first sensor died is near 10 times
longer than that of CPCP and is around five times longer
when 10% of the sensors have died. Furthermore, we can
see that HEED-FBR also provides a long lifetime. The differ-
ence between the lifetimes of FBR and HEED-FBR shows
the usability of the proposed cluster formation approach.
Similarly, by comparing HEED-FBR and HEED, we see that
the flow-balanced routing algorithm plays a key role in
data aggregation and that balancing flows between nodes
yields a long lifetime.

Fig. 8 shows the coverage lifetimes of FBR along with
HEED, CPCP, and HEED-FBR. We selected these previous
protocols for comparison because both HEED and CPCP
are coverage-aware protocols [18]. From this figure, we
see that both FBR and HEED-FBR yield much longer cover-
age lifetimes than others.

The main reasons for the above results can be summa-
rized as follows.

(1) The backbone constructed in FBR is not a simple tree
but a multi-level structure with the sink at the top.
Each head may have multiple paths to the sink and
therefore balancing the flow from a sensor to the
sink over multiple paths can equalize the energy
consumption among the heads, resulting in a longer
lifetime. On the other hand, in the multi-level proto-
cols extended on the basis of HEED, attempts are
made for the cluster heads at each level to be distrib-
uted uniformly in the network, resulting in some
higher level heads far away from the sink. Those
heads have to spend more energy to send data to
the sink and die fast. Furthermore, in CPCP the
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cluster heads are simply constructed as a shortest
path tree rooted at the sink. A head near to the sink
and with more offspring should die quickly.

(2) A local rerouting approach is used in FBR (and HEED-
FBR) to repair the backbone topology only at the
location where the topological changes occur. In
the previous algorithms, on the other hand, the net-
work construction is repeatedly executed at the
beginning of each round.

(3) In large-scale sensor networks, a large number of
sensors are usually deployed randomly in the target
field. The coverage areas of some sensors may totally
overlap those of others. Taking out the overlapped
sensors does not degrade the usability of the net-
work at all. In FBR, the overlapping sensors are taken
as waiting nodes, that is, those sensors are put into
the sleep mode to reduce energy consumption.

5.2. Parameter examination

To further examine the effects of the system parameters
on the performance of our proposed protocol, we simu-
lated FBR and also the main previous protocols with vari-
ous parameter settings as follows. In these experiments,
the parameter being examined is changed while all others
are fixed. The initial energy of each sensor was set to 0.05 J
in order to speed up the experiments, and the others are
shown in Table 1. Due to space limitations, the figures
show only the network lifetimes of the protocols under
consideration when the first sensor or 10% of the sensors
died.

� The numbers of sensors were set to 100, 300, 500, 800,
1000, 1500, and 2000.
� The values of sensing range r were set to 2, 5, 8, 10, and

15.
� The cluster ranges R were set to 5, 10, 15 and 20.
� The energy threshold ratios rth were set to 0.05, 0.1,

0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.8, and 0.9. This indicates
the ratio of the current residual energy of a head to its
initial energy and works similarly to parameter pmin in
HEED and CPCP, but is different in the sense that rth

can be adjusted to adapt to various conditions.
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� The data compression ratios rdc were set to 0.2, 0.3, 0.4,
0.5, and 0.6. This indicates the ratio of the size of the
aggregated data at a head to the total size of the original
data received from its members along with its own
sensed data. If a head receives nI-bit data from its chil-
dren and generates I-bit data to send, then the total data
sent to the sink are rdc(n + 1)I bits. In the experiments,
we also simulated a special case, similar to LEACH,
HEED, and CPCP, wherein the data collected at a cluster
head are aggregated into one packet no matter how
many packets the head receives. The result of this case
is shown by g in Fig. 13.

Fig. 9 illustrates the lifetimes of the algorithms under
consideration when changing the number of sensors. We
see that when the number of sensors increases FBR outper-
forms others, because more nodes are treated as waiting
nodes and the number of paths from each node to the sink
may increase, resulting in better flow balancing. Even
though CPCP puts some sensors into sleep mode whose
sensing areas are totally covered by other sensors, this is
decided after the cluster formation phase, but there is no
need to consider the sleep nodes in cluster formation.
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Furthermore, when the number of sensors increases, the
network construction overhead in each round also in-
creases, wasting scarce resources, so rerouting locally
would obviously work more efficiently than reconstructing
the network.

Fig. 10 shows the lifetimes of the algorithms for various
sensing ranges. We see that FBR outperforms other proto-
cols as the sensing range increases, because when the cov-
erage area of each sensor increases, the number of nodes
that can become waiting nodes also increases. Further-
more, a sensor can find more friends in its widened sensing
area and may also choose a better head. Fig. 11 shows the
lifetimes of the algorithms for different cluster ranges. We
see that the cluster range, also used in HEED, M-HEED, and
CPCP, affects the performance more because the cluster
range determines the size of clusters and the number of
network levels.

Fig. 12 shows the lifetimes for different head energy
threshold ratios, we find that the rth is a sensitive parame-
ter for FBR, while in other algorithms the effect of this
parameter can be negligible. From Fig. 12, we see that
FBR performs best when rth is around 0.25–0.4. Since rth

is a tunable parameter, we can adjust its value depending
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on the network configuration. Fig. 13 shows the lifetimes
of the algorithms when changing data compression ratios.
In this figure, g denotes an extreme case: no matter how
many data packets a node receives it will aggregate them
into one packet. We see from this figure that FBR outper-
forms the others and that the network lifetime decreases
when the compression ratio becomes low.
6. Conclusion

In this paper, we have proposed a new flow-balanced
routing (FBR) protocol for multi-hop clustered wireless
sensor networks. In FBR, the cluster formation is per-
formed only once at the beginning of the network opera-
tion and is determined on the basis of the overlapping
degrees of sensors. Some sensors whose sensing areas are
covered by others are put into sleep mode in order to save
energy. The cluster heads are constructed in a multi-level
architecture with the sink at the top and there may be mul-
tiple paths from each head to the sink. On the basis of this
novel network architecture, a flow-balanced routing algo-
rithm is proposed to assign the flow from a head to the sink
over multiple paths to equalize the power consumption of
sensors. Furthermore, a local rerouting algorithm is pro-
posed to reconfigure the network topology only at the
location where any topological change occurs due to the
dropouts of exhausted sensors.

The proposed protocol, FBR, has been evaluated in com-
parison with previous protocols, LEACH, HEED, CPCP, and
also two modified versions of HEED, i.e., M-HEED and
HEED-FBR, using simulation. The results show that FBR
yields longer network lifetime and also longer coverage
lifetime than other protocols. The network lifetime of FBR
can be more than five times longer than that of CPCP, the
best among the previous protocols under consideration,
and at the same time the coverage lifetime can be two
times longer. Furthermore, the effects of the parameters
have been examined with a wide range of parameter set-
tings, and FBR always outperforms the others.
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