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Abstract This paper presents a novel fountain code-based
hybrid P2P and cloud storage system. While most cloud stor-
age systems guarantees data retrievability of high level, they
may be vulnerable to data privacy since the stored data may be
exposed to others by accident or design. On the other hand,
P2P storage system keeps any peer from accessing the whole
data by dividing the data into small pieces and distributing
them to multiple participating peers, but may degrade data
retrievability due to unstable peers. The proposed hybrid stor-
age system attempts to enhance data retrievability and privacy
by effectively distributing fountain encoded symbols to cloud
server system and participating peers. It is demonstrated that
the proposed hybrid storage system achieves the desired level
of data retrievability with a short upload time, and enhance
privacy by preventing others from reading the contents.

Keywords Hybrid P2P and cloud storage . Fountain codes .

Data privacy . Hybrid storage system reliability . Data
retrievability

1 Introduction

In recent years, remote data storage systems that are accessible
over the Internet have attracted a huge amount of research
interest [1]. Many storage services such as Amazon Glacier
[2], Google Drive [3], and Microsoft SkyDrive [4] have al-
ready been successfully deployed over the Internet. Nowa-
days, these remote storage services are becoming more and
more popular since they make ubiquitous data access possible

[5]. For example, the number of storage customers for
Dropbox [6] reached 100 million in 2012. In general, remote
storage systems can be classified into two groups: cloud stor-
age systems and P2P storage systems. In cloud storage sys-
tems, a high level of data retrievability can be guaranteed
using a mirroring technique for data backup similar to repli-
cation. In this case, data retrievability means the probability
that the user can obtain his/her data successfully [7]. However,
private data may be exposed to other users since all data is
stored at the server. Therefore, data privacy is one of the most
important issues for cloud storage systems [8]. Storage scal-
ability is also a growing concern in cloud storage since the
number of cloud customers is increasing rapidly. According to
the report in [9], the total number of cloud storage customers is
likely to reach one billion in the near future. On the other hand,
in P2P storage systems, some of the problems that are inherent
in cloud storage can be solved. A unique characteristic of the
P2P system is that peers share their resources with each other
when they join a network. Therefore, as more peers participate
in the system, P2P storage can be extended constantly. In
addition, higher data retrieval download rates can be support-
ed as compared to a single source since users retrieve their
data from multiple peers simultaneously [10]. In the P2P stor-
age system, when multiple copies of whole data are stored to
peers, the privacy may be seriously degraded compared to
cloud storage. On the other hand, when the data are divided
into many small pieces and distributed to multiple participat-
ing peers, any peer cannot access the whole data. However,
the relatively low data retrievability is a serious obstacle to the
successful deployment of P2P storage [8]. Thus, data retriev-
ability is considered as one of the most important performance
measures for P2P storage systems. Mach research effort has
been devoted to provide data retrievability equal to that of
cloud storage systems [10–15]. Until now, the most efficient
method for achieving high data retrievability for P2P storage
is to use erasure protection codes such as LDPC (low-density
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parity-check) and LT (Luby transform) codes and to store
encoded data in multiple peers until the required data retriev-
ability is satisfied. However, this may increase the upload
time.

In this paper, we propose a fountain code-based hybrid P2P
and cloud storage system to provide data privacy, storage
scalability, and data retrievability. Some of the unique features
of the proposed algorithm are that it adopts rateless fountain
codes and includes a packet distribution algorithm in order to
guarantee the required level of data retrievability and privacy.
Furthermore, data is stored with a short upload time. The rest
of the paper is organized as follows. The background infor-
mation related to storage systems is described in Section 2.
The proposed hybrid P2P and cloud storage system is then
presented in Section 3. Simulation results are provided in Sec-
tion 4. Finally, concluding remarks are presented in Section 5.

2 Background

We survey research related to P2P and cloud storage systems
in Section 2.1, and briefly review the characteristics of erasure
protection codes in Section 2.2.

2.1 Remote storage systems

A remote storage system is one in whichmultiple clients share
and access remotely located data as if they were accessing
their own local storage system [16]. Two technologies for
remote storage systems are reviewed in this section: the CIFS
(common Internet file system) and the NFS (network file sys-
tem) [17, 18]. CIFS is Microsoft’s version of a distributed
system. It is an extended version of the SMB (server message
block) protocol that can provide shared access to files,
printers, serial ports, and miscellaneous communication be-
tween workstations over the Internet. The CIFS protocol is
based on a client–server service model, and is widely used
in local area networks. The client requests a file from a server
that is remotely located. In response to the client’s requests,
the server provides the appropriate file. On the other hand,
NFS is a distributed file system protocol developed by Sun
Microsystems. It is an open standard defined in RFCs. The
NFS protocol is designed for communication between multi-
ple workstations regardless of the kind of transport layer pro-
tocol, computer system, OS, or network architecture. It is used
between geographically distributed workstations, and it al-
lows multiple workstations to be operated as a single work-
station. Since the remote files are connected to the client di-
rectory through the network, the clients can access not only
their local file systems but also the local file systems of the
other workstations as if they were their own local file systems.
Hence, it is possible to save storage space.

In recent times, much research effort has been devoted to
effectively provide reliable remote storage system. Many re-
lated studies have proposed ad hoc solutions using redundant
data to build storage systems with high reliability. In [10], Li
et al. propose an adaptive erasure resilient code scheme that
uses an RS (Reed-Solomon) code to build a reliable P2P stor-
age system. In this scheme, the original data is spilt into k
original fragments, and coded fragments are then generated
from these original fragments. The coded fragments are dis-
tributed to peers to achieve the required data retrievability. The
appropriate fragment size is then adaptively chosen according
to the different file sizes in order to reduce the overall network
bandwidth needed to store the redundant data. When com-
pared to replication (non-ERC), the authors verified that the
adaptive ERC (erasure-resilient code) method improves the
overall bandwidth efficiency. In [11], Gaidioz et al. explore
the feasibility of implementing a distributed storage system
using a redundancy scheme with LDPC codes. The authors
conduct a comparison of the retrieval failure rates of original
data between replication and LDPC. In addition, they express
the retrieval failure rate as a function of the number of data
chunks for different LDPC code rates. In [14], Kim et al. in-
vestigate the performance of erasure protection codes (LDPC,
LT, and Raptor codes) for P2P storage. They show the retriev-
al failure rate with respect to the storage overhead. Kim et al.
verify that LDPC codes have an inferior performance when
compared to Raptor codes in the case of P2P storage, whereas
they are superior to LT codes. In [19], Cao et al. design an LT
code-based secure cloud storage service that addresses the
hybrid storage system reliability issue with near optimal per-
formance. To protect data confidentiality, existing encryption
techniques or data access control schemes are utilized prior to
the LT encoding process. This prevents the cloud server from
prying into outsourced data.

2.2 Erasure protection codes

Here, we review some of the erasure protection codes such as
RS codes, LT codes, and Raptor codes with Table 1.

Reed-Solomon codes RS codes can be used to develop reli-
able storage systems. RS codes belong to a class of MDS
(maximum-distance separable) codes [20]. A message
consisting of K symbols can be recovered after receiving K
distinct encoded symbols. In practice, however, there are sev-
eral complications. The field size imposes a limitation on the
number of distinct encoded symbols that can be created. In
addition, the decoding complexity of practical RS (K+r, K)
codes is O((K+r)2), thus making them too complex for real-
time applications.

LT codes LT codes were the first practical realization of
rateless codes that can generate an unlimited number of
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encoded symbols [21]. In general, the source symbols can be
recovered with a high decoding success rate. This is made
possible by using a slightly larger number of encoded symbols
than the number of source symbols [22]. The code rate (c)
plays an important role as it determines the amount of redun-
dant data for error protection. That is

c ¼ Ksource=kencoded ; ð1Þ

where Ksource and kencoded are the number of source symbols
and encoded symbols, respectively. An encoded symbol is
generated in the following manner:

1) Choose a degree d for the encoded symbol, according to a
predetermined distribution.

2) Choose d distinct source symbols uniformly at random,
and generate the encoded symbols by conducting a
bitwise XOR of these d source symbols.

This process is repeated until the last encoded symbol is
generated. LT codes can generate each encoded symbol using
an average ofO(lnkencoded) symbol operations, and can recover
the source symbols using an average of O(kencoded⋅lnkencoded)
symbol operations.

Raptor codes Raptor codes are an extension of LT codes that
achieve a linear encoding/decoding processing time. Raptor
codes are a concatenation of pre-code and LT codes, as shown
in Fig. 1b. Initially, Raptor codes pre-code the source symbols
using a fixed high-rate systematic linear code. The resulting

intermediate symbols are then encoded using an LT code, and
a limitless sequence of encoded symbols can be generated
dynamically. Decoding can be perfectly conducted after re-
ceiving any set of encoded symbols whose cardinality is only
slightly greater than that of the source symbols. For these
reasons, Raptor codes have been adopted by the 3GPP (3rd
Generation Partnership Project) standard as a forward error
correction scheme in MBMS (multimedia broadcast/
multicast services) [23, 24].

3 Proposed hybrid P2P and cloud storage system

The main goal of the proposed hybrid P2P and cloud storage
system is to minimize the upload time while satisfying the
required data retrievability and supporting the privacy of user
data stored on P2P and cloud storage systems. The proposed
hybrid storage system adopts the use of fountain codes to
achieve our goal. Thanks to the generic characteristics of foun-
tain codes, we can achieve data privacy by controlling the
number of encoded symbols stored on cloud storage and peers
in P2P storage. The generic nature of fountain codes also helps
to improve data retrievability by distributing a sufficient num-
ber of encoded symbols on cloud storage and among peers.
Before presenting a detailed description of the proposed hy-
brid storage system, we define the following:
Definitions

& Cloud storage and peer availabilitymeans the probabil-
ity that the user is able to access the data stored on cloud
storage and peers for the given time interval.

Table 1 Comparison of RS, LT, and Raptor codes

Codes characteristics RS codes LT codes Raptor codes

Encoding complexity Quadratic complexity O(lnkencoded) Linear complexity

Decoding complexity Quadratic complexity O(kencoded⋅lnkencoded) Linear complexity

Decoding symbol overhead Zero O
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ksourece

p
ln2 Ksourece=δfailure

�� ��
with error probability δfailure close to zero

The number of encoding symbols that can be
generated from a given set of source symbols

Limited Rateless Rateless

Fig. 1 Examples of fountain
codes: (a) LT codes (b) Raptor
codes
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& Storage system reliability denotes the probability that the
user retrieves more than the minimum number of encoded
symbols required for successful fountain decoding.

& Data retrievability stands for the probability that user
obtains his/her own data successfully without any errors.

3.1 System architecture

The symbol descriptions frequently used in the paper are sum-
marized in Table 2 and the proposed hybrid storage system
architecture is shown in Fig. 2. The proposed system consists
of four main components: a node manager, a parameter con-
trol unit, a fountain encoder and an upload scheduler. The
node manager receives the information of the server in cloud
storage and peers in P2P storage from the bootstrap server,
and estimates the bandwidth available with them. In the pro-
posed system, the pathChirp algorithm [25] is employed to
estimate the bandwidth. This algorithm is an estimation
scheme based on probe packet arrival intervals. The parameter
control unit determines the packet distribution vector (i.e. how
much data should be stored on the cloud storage server and
peers) and the code rate of the fountain encoder based on the
feedback information. The fountain encoder divides a file into
several blocks, and generates encoded symbols for every
source block at the code rate determined by the parameter

control unit. The upload scheduler allocates encoded symbols
to each node based on the estimated bandwidth and packet
distribution vector until the ACK message arrives. In the pro-
posed system, the FFDH (first-fit decreasing height) algorithm

Table 2 Symbol descriptions

Symbol Description

Kmin The minimum number of encoded symbols required for successful decoding (Refer to Eq. (6))

Ksource The number of source symbols

kencoded The number of generated encoded symbols

Ssymbol Symbols size

c n!pkt

� �
The ratio of Ksource to kencoded.

Uinitial_set The initial peer set randomly selected by the bootstrap server

Uadd The additional peer set for maintenance

Treq Time interval during which the user can requests data access

T i
stay Time that the ith peer has stayed in a system

Nps The number of encoded symbols in a packet

pretrieve
min The minimum required data retrievability

δfailure Fountain decoding failure rate

Tup n!pkt; bw
�!� �

The upload time

bw
�! ¼ bwcs; bw1; bw2;……; bw Uinitial setj j

� � The available bandwidth vector, where bwcs and bwi indicate the estimated bandwidth available with the
server in cloud storage and the ith peer in P2P storage, respectively.

n!pkt ¼ npkt
cs ; npkt

1 ; npkt
2 ;…; npkt

Uinitial setj j
� �

The packet distribution vector, where ncs
pkt and ni

pkt denote the number of packets including the encoded
symbols that the user allocates in cloud storage and the ith peer in P2P storage, respectively.

p!node ¼ pcs; p1; p2; …; p Uinitial setj j
� �

The node availability vector, where pcs and pi denote the probability of availability of cloud storage and
the ith peer during Treq, respectively.

hi The remaining storage space in the ith peer

SR n!pkt

� �
The hybrid storage system reliability

DR n!pkt

� �
The data retrievability

Fig. 2 Architecture of the proposed hybrid P2P and cloud storage system
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[26, 27], which provides a near optimal solution for the sched-
uler design problem, is employed for an upload scheduler.

3.2 Problem description

In the proposed system, our control variables are c and n!pkt.
Generally, when Ssymbol and δfailure are fixed, the amount of
overhead (i.e. Kmin−Ksource) decreases, but the fountain coding
complexity increases as Ksource becomes larger. In this paper,
for the sake of simplicity, it is assumed that Ksource is appropri-
ately pre-determined while taking into account the coding com-
plexity and the overhead. Under this assumption, c has a strong
dependency on n!pkt since kencoded is the sum of all elements in

n!pkt. At this point, we need to describe the hybrid storage
system reliability and data retrievability because the fountain
decoding process may fail with a very low probability even
though Kmin encoded symbols are available.

Peer availability Until now, a large amount of research efforts
have been devoted to characterize P2P system in terms of
lifetime (session length) of peers. It is observed in [28–31]
that the distribution of peer lifetime is generally heavy-tailed
and the lifetime of peers depends on the time it stays in the
P2P system. Thus peer availability is defined as follows:

pi ¼ P X ≥T stay
i þ Treq X ≥T stay

i

��	 
 ¼ P X ≥T stay
i þ Treq

	 

P X ≥T stay

i

	 
 ;

ð2Þ

where a random variable X represents the lifetime of a peer.
Eq. (2) gives the probability that a peer who has stayed for
T i
stay will survive longer than Treq in the system. Here, the

lifetime of a peer can be modeled by a Pareto distribution
since the distribution of peer lifetime is generally heavy-
tailed in real P2P system [28–31]. In our proposed system, a
Pareto distribution is adopted for modeling the lifetime of a
peer.

Hybrid storage system reliability The hybrid storage system
reliability is calculated based on p!node. Two vector matrices
are defined. The first matrix, the node combination matrix is
characterized by

A ¼ a!1 a!2 ⋅⋅⋅ a!i ⋅⋅⋅ a!Nrow

� �T
;

a!i ¼ ai;cs; ai;1; ai;2; ⋅⋅⋅; ai; j; ⋅⋅⋅; ai; Uinitial setj j
� �

;

Nrow ¼ 2⋅
XUinitial setj j

q¼1

Uinitial setj j
q

� �
:

ð3Þ

In the above equation, the corresponding element in the
available node status vector a!i is set to one if the cloud stor-
age or peers are consistently available in the system for the
time Treq; otherwise, it is fixed as zero. The second matrix, the
event matrix can be characterized by

E ¼ e!1 e!2 ⋅⋅⋅ e!i ⋅⋅⋅ e!Nrow

� �T
;

e!i ¼ ei;cs n!pkt

� �
; ei;1 n!pkt

� �
; ei;2 n!pkt

� �
; ⋅⋅⋅; ei; j n!pkt

� �
; ⋅⋅⋅; ei; Uinitial setj j n!pkt

� �� �
;

ei;cs n!pkt

� � ¼ pcs if Nps⋅ a!i• n
!

pkt

� �
≥Kmin and ai;cs ¼ 1

1−pcs if Nps⋅ a!i• n
!

pkt

� �
≥Kmin and ai;cs ¼ 0

0 otherwise
;

8<
:

ð4Þ

ei; j n!pkt

� � ¼ pj if Nps⋅ a!i• n
!

pkt

� �
≥Kmin and ai; j ¼ 1

1−pj if Nps⋅ a!i• n
!

pkt

� �
≥Kmin and ai; j ¼ 0

0 otherwise

8<
: ;

ð5Þ

where • denotes the vector inner product. The multiplica-
tion of all components in e!i denotes the probability that
more than Kmin encoded symbols can be obtained when the
available node status vector is a!i. Now, SR n!pkt

� �
is rep-

resented by

SR n!pkt

� � ¼ X
i¼1

Nrow

ei;cs n!pkt

� �
⋅ ∏
Uinitial setj j

j¼1
ei; j n!pkt

� �0
@

1
A: ð6Þ

Data retrievability As mentioned earlier, the fountain
decoding process may fail even thoughKmin encoded symbols
are obtained. In [23, 32], the relationship among δfailure, Kmin,
and Ksource is found as follows.

Kmin ¼ Ksource þ 2⋅ln
ω⋅ln

Ksource

δfailure

� �
⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ksource

p

δfailure

0
BB@

1
CCA⋅ω⋅ln

Ksource

δfailure

� �
⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ksource

p
;

ð7Þ
whereω is an extra parameter of the robust Soliton distribution
with a value less than one. Consequently, in this paper, data
retrievability is defined by combining Eqs. (6) and (7).

DR n!pkt

� � ¼ 1−δfailure
� �

⋅SR n!pkt

� �
: ð8Þ
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The above DR n!pkt

� �
is the probability to obtain Ksource

source symbols successfully from the retrieved encoded sym-
bols. Now, we can formulate the problem as follows.

Problem formulation Determine n!pkt to minimize the total
upload time

Tup n!pkt; bw
�!� �

; ð9Þ

subject to DR n!pkt

� �
≥Pmin

retrive; ð10Þ

npkt
cs <

Ksource

Nps

 �
and npkt

l < min
hl

Ssymbol⋅Nps

 �
;

Ksource

Nps

 �� �
;

f or 1≤ l≤ Uinitial setj j; ð11Þ

where Eq. (10) is included in order to avoid the invasion of
data privacy since the decoding process is not performed

successfully with less than Ksource encoded symbols. ⌈x⌉ is
the smallest integer no less than x.

3.3 Determining algorithm of control parameters

The proposed algorithm consists of two parts that are required
to achieve a feasible solution: (1) the packet distribution pro-
cess to determine the initial peer set and the packet distribution
vector with low computational complexity, (2) on-the-fly
maintenance process to update the packet distribution vector
when there is a significant bandwidth change during transmis-
sion. First, we have to determine the initial peer set provided
by the bootstrap server. Whenever a service request is re-
ceived, the bootstrap server has to provide the user with the
peer set in which a feasible solution to the given problem
exists. However, it is quite complicated for the bootstrap serv-
er to always provide the initial peer set for satisfying the con-
straint in Eq. (10) since peer availability, available bandwidth,
and the network environment should be considered. Thus, in
the proposed system, a fixed number of randomly selected
peers are provided by the bootstrap server. If the constraint
in Eq. (10) cannot be satisfied with the given initial peer set,

Fig. 3 Example of the dynamic
step-size algorithm when Nint is 4
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the user requests additional peers until an effective solution is
obtained.

Next, we control the number of encoded symbols stored on
cloud storage and each peer to minimize the upload time while
satisfying data retrievability and privacy constraints. Basically,
we adopt the Branch and Bound algorithm (B&B) [33] to
obtain the optimal solution of the given problem with a low
computational complexity. The Branch and Bound algorithm
is a well-known method for solving optimization problem. It
searches through a complete set of solutions to find the optimal
one. In the state space tree, the bound value of a vertex is cal-
culated to determine whether the vertex is promising or not. To
avoid unnecessary searching, the data retrievability and upload

time are calculated at each vertex. If the data retrievability is
smaller than Pretrive

min or the upload time is longer than the current
best solution, the sub-tree of the vertex is pruned. However, this
still requires a considerable amount of computation. Thus, we
propose the Branch and Bound algorithm with Dynamic
Step Size (B&B with DSS) for the fast convergence: This al-
gorithm addresses how to obtain a near optimal solution for
n!pkt with low computational complexity compared to the tra-
ditional Branch and Bound algorithm. The B&B with DSS al-
gorithm repeats the B&B algorithm with smaller step size in
only the selected interval at the previous iteration. And thus it
can significantly reduce the computational complexity by de-
creasing the number of searching points. To transmit the first

Fig. 4 Flow chart of the
determining algorithm of control
parameters
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block of the file, the packet distribution algorithm is summarized
as follows and its structure is shown in Fig. 3.

Step 0: First, set the number of intervalsNint to 2
m, wherem is

an integer between 0 and log2
Ksource
Nps

j k
. For ∀i(0≤i≤

|Uinitial_set|), initialize ni
min=0, nmaxi ¼ log2

Ksource
Nps

j k
,

and N i
int=Nint. Then, calculate the interval points

using the equation

npkt
i kð Þ ¼ nmini þ k ⋅

nmaxi −nmini

N int
i

for 0≤k ≤N int
i ;

ð12Þ
where n i

pkt(k) represents the number of packets that
are transmitted to the ith peer. The exception case,
n 0
pkt(k), represents the number of packets that are

assigned to the cloud storage.
Step 1: Calculate the data retrievability and the upload time

for all possible combinations of the packet distribu-
tion vector determined by Eq. (12) when the FFDH
scheduler is adopted. If any combination does not
satisfy the constraint in Eq. (10), request for addi-
tional peer information from the bootstrap server,
and then go back to Step 0.

Step 2: When n!cur
pkt ¼ ðncur0 ; ncur1 ;…; ncuri ;…; ncurUinitial setj jÞ is

the packet distribution vector with the minimum
upload time that satisfies data retrievability
among all the possible combinations in Step 1,
the minimum point ni

min and the maximum point

ni
max are updated by max 0; ncuri −nmax

i −nmin
i

2⋅N int
i

n o
and

min ncuri þ nmax
i −nmin

i

2⋅N int
i

; 2
log2

Ksource
Nps

j k( )
, respectively.

If ni
cur is 0 or 2

log2
Ksource
Nps

j k
, then N i

int is set to 1;
otherwise, N i

int is set to 2.

Step 3: Repeat Steps 1~2 until n i
pkt(k)−n i

pkt(k−1)=1.
Step 4: The current packet distribution vector n!cur

pkt is cho-
sen to transmit the first source block and the code
rate is determined by

c n!cur
pkt

� �
¼ Ksource

Nps⋅
XUinitial setj j

i¼0

ncuri

0
@

1
A
: ð13Þ

Next, we describe the on-the-fly maintenance process that
updates n!pkt under time-varying network conditions. The up-
load time is time-varying when the network conditions change
during transmission. The upload time of the proposed system
strongly depends on the available bandwidth with the server
and peers. However, it is inefficient to perform the packet
distribution algorithm with all the participating peers whenev-
er the estimated bandwidth is changed due to the computa-
tional complexity. To transmit all blocks except the first block
of the file, the maintenance algorithm is summarized as
follows.

Step 0: Monitor the available bandwidth vector bw
�! ¼

ðbwcs; bw1;…; bwi;…; bw Uinitial setj jÞ to transmit the
next block.

Step 1: Check whether a significant bandwidth decrease
occurs. If so, select more peers from Uadd, i.e. if
bwcs

bw pre
cs
≤εbw or bwi

bw pre
i
≤εbw for 1≤ i≤ |Uinitial_set| where

bw
�!

pre ¼ ðbwpre
cs ; bwpre

1 ;…; bwpre
i ;…; bwpre

Uinitial setj jÞ is

the previous bandwidth vector and εbw is a con-
stant (0 < εbw<1), then additional peers are

Table 3 Parameters for our simulation

Parameter Value

Uplink capacity of the user 100 [Mbps]

The size of initial peer set |Uiniial_set| 10

The size of additional peer set |Uadd| 100

Availability of cloud storage 0.999999

Source block size 33 [KB]

Symbol size 32 [Byte]

Packet payload size 1024 [Byte]

The number of source symbols in a source block 1056

The minimum number of encoded symbols 1120

Fountain decoding failure rate 9.10−10

εbw 0.95

Table 4 Information of server and peers in the initial state

Nodes measures Server Peer 1 Peer 2 Peer 3 Peer 4 Peer 5

Node availability 0.999999 0.9989 0.9992 0.9988 0.9987 0.9990

Bandwidth
[Mbps]

51.21 51.31 47.81 52.01 52.54 48.33

Table 5 Performance comparison of packet distribution algorithms in
the first block

Measures algorithms The number of
searching points

Upload time
[msec]

Full search 1,291,467,969 5.618

Branch and bound algorithm 58,703,521 5.618

Branch and bound algorithm
with dynamic step size

Nint=1 415 5.637

Nint=2 796 5.620

Nint=4 4264 5.620

Nint=8 71,602 5.620

Nint=16 1,900,253 5.618
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selected from Uadd to Uinitial_set until the sum of
bandwidth between the user and additional peers
becomes larger than the decreased bandwidth.

Step 2: The packet distribution vector is re-calculated using
the B&Bwith DSS algorithm only for the additional
peers and the above server or peers with a serious

bandwidth reduction. Set bw
�!

pre to bw
�!

.

Step 3: Repeat Step 0~2 until all the blocks are transmitted.
Figure 4 shows the whole procedure for deter-

mining the control parameters.

4 Simulation results

The proposed hybrid storage system is implemented in JAVA
to demonstrate the performance of the proposed system. The
maximum uplink capacity of the user is set to 100 Mbps [34].
The sizes of Uinitial_set and Uadd are set to 10 and 100, respec-
tively. In general, commercial cloud storage systems such as
Amazon S3 are designed for 99.9999% reliability over a year,
which means that the average loss rate of data stored is
0.0001 % [35–37]. During the simulation, the cloud storage
availability is set to 0.999999 taking into consideration that of
commercial cloud storage systems. It is shown in [28–31] that
while most peers tend to stay in the system for very short time,
some peers take part in the system for long time. Especially, it
is observed in [30] that among the peers seen on the first day,
about 45 % peers have a lifetime longer than 3 months. Thus,
the peer availability is set up by taking into account the dy-
namics of peer participation: Case 1: only participating peers
of high availability are selected and Case 2: a few of partici-
pating peers of low availability are also chosen. The peer
bandwidth is set up based on the up-to-date OECD broadband
statistics since all peers use different access networks, where
DSL (Digital Subscriber Line), cable modem, and fiber/LAN
occupy 55.8, 30.0, and 13.7 %, respectively [38]. As men-
tioned earlier, to support data privacy, the number of encoded
symbols stored on cloud storage and on each peer is limited to
less than the number of source symbols. Ksource is set to 1056
and Kmin is determined to be 1120 by setting δfailure to 9⋅10−10

and ω to 0.00165 [32]. The symbol size and the packet pay-
load sizes are set to 32 and 1024 bytes (i.e., each packet con-
sists of 32 encoded symbols) taking into consideration the

Table 6 The number of allocated packets on server and peers

Nodes maintenance time[sec] Server Peers Additional peers Data retrievability

1 2 3 4 5 1 2 3 4 5 6 7

0 32 3 30 0 0 2 0.99999911451

0.33769 32 3 30 0 0 2 0 0.99999911451

1.44874 32 2 30 0 0 2 0 1 0.99999999409

1.59792 32 2 29 0 0 2 0 1 1 0.99999999476

3.1103 32 2 29 0 0 2 0 1 1 0 0.99999999476

6.14707 32 2 24 0 0 2 0 1 1 0 5 0.99999999472

10.5437 32 2 24 0 0 2 0 1 1 0 5 0 0.99999999472

11.1444 32 2 24 0 0 2 0 1 1 0 5 0 0 0.99999999472
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Fig. 5 Performance comparison of maintenance algorithm and non-
maintenance algorithm: (a) available bandwidth (b) The upload time
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fountain coding complexity and the amount of overhead. For
the execution of the maintenance algorithm, εbw is set to 0.95.
The detailed simulation environment is set up as shown in
Table 3.

4.1 Performance verification of the proposed algorithms

In this section, we examine the performance of packet distri-
bution and the maintenance algorithm for determining control
parameters. During the simulation, Pretrive

min is set to 0.999999
considering the data retrievability that commercial cloud stor-
age systems provide. First, we show that the B&B with DSS
algorithm provides a near optimal solution with a low compu-
tation complexity compared to the optimal solution as a
benchmark. Since the computational complexities of a full
search and the B&B algorithm increase exponentially as the
number of peers increases, the simulation is performed with a
relatively small number of five peers as shown in Table 4.
Table 5 shows that the B&B with DSS algorithm has much
smaller searching points in comparison with a full search and
the B&B algorithm. Compared to the conventional B&B al-
gorithm, the number of searching points is decreased by ap-
proximately 96.75 % when the number of intervals Nint is set
to 16. Moreover, the computational complexity of the B&B
with DSS algorithm generally decreases as the number of
intervals Nint decreases. On the other hand, the upload time
of the B&B with DSS algorithm monotonically increases as
the number of intervals Nint decreases. Consequently, it can

reduce the number of searching points at the expense of a little
extra upload time by selecting an adaptive initial interval.

Next, the performance verification of the maintenance al-
gorithm is provided. Figure 5a represents the time-varying
wired network states and the operating point for the mainte-
nance algorithm. Table 6 shows the execution results of the
maintenance algorithm at the maintenance points in Fig. 5a.
The maintenance algorithm adaptively selects additional peers
and allocates the number of packets to the selected additional
peers as well as peers whose available bandwidth significantly
decreases in order to avoid an increase in upload time. As
shown in Table 6, Pretrive

min is always satisfied in the mainte-
nance process. Figure 5b compares the upload time for the
non-maintenance algorithm with that of the maintenance al-
gorithm. The results of the comparison show that the

Table 8 The amount of stored data based on the information in the initial
state

Algorithms
nodes

Proposed
algorithm

LTCS
algorithm
[19]

Adaptive ERC
algorithm [10]

Replication
algorithm [13]

Server 32 32 24.75 33

Peer 1 13 6 8.25

Peer 2 3 6 8.25

Peer 3 3 6 8.25

Peer 4 5 6 8.25

Peer 5 3 6 8.25

Peer 6 13 6 8.25

Peer 7 3 6 8.25

Peer 8 3 6 8.25

Peer 9 5 6 8.25

Peer 10 5 6 8.25
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Fig. 6 Performance comparison between the proposed algorithm and
other existing algorithms for the environment in Table 7 when Pretrive

min is
0.999999: (a) the accumulated upload time (b) the amount of redundant
data

Table 7 Information of server and peers in the initial state

Nodes measures Server Peer 1 Peer 2 Peer 3 Peer 4 Peer 5 Peer 6 Peer 7 Peer 8 Peer 9 Peer 10

Node availability 0.999999 0.749 0.767 0.760 0.790 0.769 0.728 0.698 0.782 0.750 0.689

Bandwidth [Mbps] 96.12 15.83 16.74 14.66 42.83 14.79 41.35 42.28 14.64 15.70 41.86
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maintenance algorithm is effective in decreasing the upload
time under time-varying network conditions.

4.2 Performance comparison with other algorithms

In this section, we compare the proposed algorithm with
existing algorithms: the LTCS (LT code-based secure cloud
storage service) algorithm [19], the adaptive ERC algorithm
[10, 12], and a replication-based redundant algorithm [13].
The existing algorithms are briefly summarized below.

& LTCS algorithm: To recover all the source symbols from
the distributed encoded symbols that can be retrieved from
any m combination of peers, Kmin=m encoded symbols are
uniformly distributed to each storage device.

& Adaptive ERC algorithm: The appropriate fragment size
of an RS code is adaptively chosen to efficiently store data
in P2P storage. The encoded fragments are uniformly dis-
tributed to multiple participating peers.

& Replication-based redundant algorithm: The peer is se-
lected and the replicated data is stored in the selected peer
until the data retrievability is satisfied. The user can re-
trieve the original data from only one replica.

Since these existing algorithms are proposed for P2P or
cloud storage systems, they are simply modified for the purpose
of conducting a fair comparison with the proposed hybrid stor-
age system. Thus, in LTCS and Adaptive ERC algorithm, the
cloud storage stores the maximum amount of encoded data that
the original data cannot be perfectly decoded without peer sup-
port in order to avoid the invasion of data privacy.

During the simulation, P retrive
min is set to 0.999999 and

0.9999999 to verify the enhancement of data retrievability.
The upload time and the amount of redundant data are mea-
sured to provide a comparison of the performance with that of
existing algorithms.

First, we compare the proposed algorithm with existing algo-
rithms when Pretrive

min is 0.999999. Table 7 shows the initial band-
width and the availability of server and peers. Further, Table 8
shows the amount of data stored in the first block based on the
information given in Table 7. As shown in Table 8, we can see
that the original data cannot be perfectly decoded at any node
when fountain codes are adopted since the amount of stored data
at each node is smaller than the source block size of 33 KB.

Figure 6 shows the upload time and the amount of total
redundant data stored on the server and peers for the environ-
ment given in Table 7. As shown in Fig. 6, the proposed
algorithm exhibits the best performance among all the algo-
rithms with respect to upload time and storage efficiency ex-
cept for replication algorithm. As the amount of transmitted
file grows, the performance improvement of the upload time
becomes more obvious. The upload time is reduced by about
3.5 and 15.3 % compared to LTCS and adaptive ERC algo-
rithm, respectively. The amount of redundant data is also re-
duced by 6.3 and 21.2 % compared to LTCS and adaptive
ERC algorithm, respectively. Data privacy cannot be support-
ed by the replication-based redundant algorithm because the
original data is stored entirely on the cloud storage. In addi-
tion, redundant data is not required in the replication algorithm
since data retrievability is provided by the cloud storage itself.

Table 9 Information of server and peers in the initial state

Nodes measures Server Peer 1 Peer 2 Peer 3 Peer 4 Peer 5 Peer 6 Peer 7 Peer 8 Peer 9 Peer 10

Node availability 0.999999 0.902 0.933 0.920 0.905 0.904 0.874 0.899 0.925 0.899 0.923

Bandwidth [Mbps] 96.12 15.83 16.74 14.66 42.83 14.79 41.35 42.28 14.64 15.70 41.86
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Fig. 7 Performance comparison between the proposed algorithm and other
existing algorithms for the environment in Table 9 whenP retrive

min is 0.999999:
(a) the accumulated upload time (b) the amount of redundant data
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Figure 7 represents the performance comparisons as peer
availability increases, when P retrive

min is 0.999999. As shown in
Table 9, the network conditions are the same as in the previous
environment (Table 7). As the peer availability increases, the
amount of redundant data decreases, since Pretrive

min can be sat-
isfied by a relatively lower amount of redundant data. This
implies that the performance of storage efficiency improves as
the peer availability increases. As shown in Fig. 7a, the upload
time is also less than that of the previous results since the
amount of transmitted redundant data decreases. The upload
time is decreased by 12.2 and 35.9 % compared to LTCS and
adaptive ERC algorithm, respectively. The amount of redun-
dant data is also decreased by 28.2 and 39.1 % compared to
LTCS and adaptive ERC algorithm, respectively.

As shown in Table 10, a few of peers in Table 9 are
replaced with peers of low availability. Figure 8 shows
the upload time and the amount of total redundant data
with the participating peers in Table 10. It is apparently
observed that both upload time and the amount of re-
dundant data are increased compared with Fig. 7. In this
case, the upload time is reduced by 8.4 and 19.6 %
compared to LTCS and adaptive ERC algorithm, respec-
tively. The amount of redundant data is also reduced by
15.1 and 28.5 % compared to LTCS and adaptive ERC
algorithm, respectively. In summary, as peer availability
increases, the upload time and the amount of redundant
data decrease, and vice versa. When only peers of low
availability are participating as an extreme case, the
gain of the proposed system may be decreased. Howev-
er, in a community having the same interest and pur-
pose, peers are willing to stay at the session for long
time and share their resources with other peers. In this
situation, the achievement of the proposed system can
be significantly improved.

Next, we examine the performance of the proposed
algorithm as Pretrive

min increases. By efficiently utilizing
the P2P storage system, the proposed hybrid storage
system can guarantee a higher data retrievability than
that of the cloud storage system. P retrive

min is set to
0.9999999, which is ten times lower than the average
loss rate of a commercial cloud storage system. The
network conditions and the peer availability are the
same as given in Table 9. The results are summarized
in Fig. 9. Since a higher amount of redundant data is

required to satisfy higher data retrievability, both the
upload time and the amount of redundant data increase
as compared to Fig. 7. Compared to the Figs. 7 and 9,
the performance of the replication algorithm deteriorates
in the current scenario. This is because the replicated
data has to be stored on the peers as well as on cloud
storage. As shown in the Fig. 9, the upload time is
decreased by 6.3, 34.2, and 64.7 % compared to LTCS,
adaptive ERC, and replication-based redundant algo-
rithm, respectively. The amount of redundant data is
decreased by 24.5 and 32.7 % compared to LTCS and
adaptive ERC algorithm, respectively.
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Fig. 8 Performance comparison between the proposed algorithm and
other existing algorithms for the environment in Table 10 when Pretrive

min

is 0.999999: (a) the accumulated upload time (b) the amount of
redundant data

Table 10 Information of server and peers in the initial state

Nodes Measures Server Peer 1 Peer 2 Peer 3 Peer 4 Peer 5 Peer 6 Peer 7 Peer 8 Peer 9 Peer 10

Node availability 0.999999 0.155 0.933 0.920 0.294 0.904 0.298 0.178 0.925 0.150 0.923

Bandwidth [Mbps] 96.12 15.83 16.74 14.66 42.83 14.79 41.35 42.28 14.64 15.70 41.86
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5 Conclusion

An effective hybrid P2P and cloud storage system has been
proposed in this paper. There are several significant advan-
tages with hybrid P2P and cloud storage system. The pro-
posed system can satisfy a higher data retrievability require-
ment than that of the conventional cloud storage by control-
ling the amount of distributed fountain encoded symbols to
cloud storage system and participating peers. And the pro-
posed system is able to prevent others from reading the data
by individually regulating the amount of fountain encoded
symbols stored at cloud storage system and participating
peers. Furthermore, the proposed system can decrease the data
upload time by considering the network conditions. It has
been observed during the simulation that the proposed algo-
rithm enables the fast completion of data upload transmission
while satisfying the required data retrievability and enhancing
the privacy of user data, i.e. in the given simulation environ-
ments, the upload time of the proposed algorithm is reduced

by up to 12.2, 35.9, and 64.7 % compare to LTCS, adaptive
ERC, and replication-based redundant algorithm, respectively.
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